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Abstract. The method of load balancing for indivisible 
network resources when parallelizing Big Data processing is 
considered. A method for finding the optimal partitioning of a 
processing service into parallel processes is proposed. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

One of the approaches used in Big Data processing is 
parallelization of computations [1-3]. In this case, one of the 
central issues in assessing the effectiveness of such processing 
is the analysis of processing requests to indivisible resources 
(IR), i.e. to those network elements that are available at any 
given time for no more than one request [4]. Queues to IR 
increase query execution time, which leads to a drop in QoS 
indexes. Obviously, uniform loading of IR will be the best 
option for increasing the speed of processing requests. 
Therefore, the purpose is to find such a partition of the Big 
Data processing process, in which the load balancing of 
indivisible resources is observed. 

II. PROBLEM SOLUTION AND RESULTS 

Let Big Data processing service (BDPS) F  uses n  of IR 

1, nf f , each of which, with one call, provides the volume of 

a computing resource (CR) in the amount of 1, nr r units, 
respectively. Suppose ones can decompose F  BDPS into m  
( m n ) parallel processes (PP): 
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i.e., each PP includes no more than one IR, ',i j  is a 

frequency of jf  IR use by 'i  PP. 

On the Cartesian product of F F  we introduce the 
following relation: 

: ,i j ijF F ,                        (3) 

where ij i j  is the frequency of the direct transition from 

iF  PP to jF  PP to use the IR located on jF , and ii  is the 

frequency of requests for its own IR of iF  PP (if the 

corresponding resource is not requested, then 0ij ). 

In such notation, the distribution of PP means finding such  
partition of F  set into m  disjoint (possibly empty) PPs in 
accordance with (1), in which the maximum load of IR is 
minimized: 
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Objective function (4), in contrast to the standard ones used 
in such situations, is focused on uniform distribution the load 
among all IRs. In this case, it is necessary to meet the 
requirements for cR  computing resource allocated for F  
BDPS, i.e. 
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The formulated problem (1) - (3) for large values of m  and n  
results in a large volume of calculations and, when applying 
various exact enumeration algorithms, does not provide a solution 
in an acceptable time. To solve it, we represent F  set in the form 
of vertices of a fully connected graph of , , ,G F F F , 

where the arcs of the graph are given by F F  Cartesian 
product; ir  is a set of vertex weights; relation  is a set 

of weights of the arcs of a graph. Then the set of solutions to 
problem (1) - (3) is the set of all possible cuts of G  graph into m  
subgraphs. The problem can be reduced to partitioning into m  
maximally internally stable subgraphs with a minimum of 
adjacent vertices. To determine the maximally internally stable 
vertices of the graph, one can use the Bron and Carbosh 
algorithm, which is characterized by a small computational 
complexity that does not rapidly increase with increasing graph 
dimension. 

III. CONCLUSIONS 

Thus, load balancing for indivisible network resources 
allows to speed up Big Data processing. The optimal structure 
of parallel processing can be constructed by finding the 
corresponding cuts of a fully connected graph. 
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