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Abstract. The ensuring of the continuous control and software 
updates in the control nodes of a distributed data processing 
system requires the development of a network structure in 
such a way that a group of control nodes supports the 
functioning of its subnetwork and, if necessary, may transfer 
the data processing to the another group of control nodes. 
This structure consists of two circuits: a control node circuit 
and a data circuit. 
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I. INTRODUCTION 

Let's describe the functioning of this two-circuit system. As 
shown on Figure 1, a computer system consists of two circuits 
and three subnets. Each subnet has a control node in the control 
node circuit. This structure for the distributed data processing 
ensures the control of the entire system and based on the 
network-centric control. To ensure the effective control, it is 
necessary to determine the number of nodes, where the 
controlling software will be installed, that is, to solve the 
optimization problem: to find the optimal number of control 
nodes depending on the processing time of data packets. So, it 
is necessary to determine the dependence of the time that is 
spent for the passing from the one control node of a subnet to 
the another node of the another subnet from the number of 
control nodes in the circuit of control nodes and the time that is 
spent for the packet to be delivered to the database nodes, 
depending on the number of nodes in the subnet. 

II. DOUBLE-CIRCUIT STRUCTURE SYSTEM 

In order to determine the first dependence we have to 
choose the algorithm that will find the shortest path from the 
one node to another, which takes into account the weight of the 
edge (the rate of data transmission via the channel) and the rate 
of data processing at the nodes, this is Dijkstra's modified 
algorithm. Due to the fact that the packet delivery time is 
influenced not only by the date transmission time via the 
channels, but also by the data processing time in the nodes, we 
will assume that the data processing time in the nodes can be 
neglected. 

Due to the fact that Dijkstra's algorithm allow to find the 
shortest path with the minimum number of edge weights, but in 

this case it is required to find the path along which packets are 
transmitted in the fastest way from the one node to another, it is 
necessary to modify this algorithm and to calculate not the 
shortest path according to the minimum the weight of the 
edges, but the longest path in terms of the maximum weight of 
the edges, i.e. to find the minimum data transfer time, 
depending on the baud rate. 

 
Figure 1. Double-circuit structure for the requests processing in 

a distributed data processing system 
Let us define the first dependence, that is, the time of 

packet delivery to the corresponding control node of the first 
circuit of the distributed data processing system. It will depend 
on two factors: the time pdT that is spent for the message to be 

delivered to the corresponding node of the control circuit and 
the time ppT  that is spent on the control node processes the 

packet with the request. The first time is determined using the 
modified Dijkstra's algorithm as: 
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Where S  is the packet size, (i, j)v  is the rate of packet 
transmission via the communication channel between the nodes 
i  and j  of the distributed system, 1 1, ,..., ma a a  is the set of 
numbers of the nodes of the distributed system via which the 
packet passes, m  is the number of nodes via which the packet 
passes with the minimum data processing time. 
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The second time ppT  is determined only by the 

performance of the node, so we will consider it as constant. 
Hence, the time that is spent for the packet to transfer from the 
initial node to the corresponding control node is: 

.com pd ppT T T     (2) 

and after substitution pdT : 
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It can be seen from the formula (3) that the more nodes the 
packet passes via the corresponding control node, the longer 
will be the delivery and processing time of the packet to the 
control node.  

Let us assume that the number of channels that need to be 
traversed to a given control node is equal to half of the 
complete graph: 
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Then, respectively, substituting the formula into comT , we 
will get the dependence on the number of control nodes: 
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Let's define the second dependence, that is, the delivery 
time of the package from the first circuit (the circuit of the 
control node) to the database node as:  
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where S  is the packet size, iV  is the transmission rate of the i  
communication channel in the data circuit of the distributed 
system, qV  is the rate of packet processing in the node of the 

heterogeneous database of the distributed system, and k  is the 
number of nodes on the way from the control node to the node 
with the database. 

The number k  of nodes depends on the number of control 
nodes M , and the total number of nodes N , namely are: 
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This formula allows to determine the average number of 
nodes on the way from the control node to the node with the 
database, so we substitute it into the formula procT , namely: 
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For the general dependence, we take the sum of processing 
times depending on the number of control nodes: 

     .all com procT M T M T M    (9) 

The proposed approach allows to define the optimal 
number of control nodes depending on the processing time of 
packets and the total number of nodes. 
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