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Kharkiv National University of Radio Electronics celebrates its 

90th anniversary in 2020 

 
The history of Kharkiv National University of Radio Electronics is doubtless unique. 

It began in 1930 with foundion  of building  institute that graduated about three thousand 

specialists. 

In 1944 the educational institution was reorganized into the Kharkiv Mining and 

Industrial Institute, and in 1947 - into the Mining Institute. In the 1957/58 academic year, the 

training of energy engineers in automation began. In 1962,  Kharkiv Institute of Mining 

Machinery Manufactoring, Automation and Computer Engineering was found on the basis 

of the KhMI, and in 1966 the last reorganization into Kharkiv University of Radio 

Electronics took place. 

During its existence, KhIRE was awarded the Order of the Red Banner of Labor, 

given  name of  prominent scientist in the field of rocket and space technology, academician 

Mikhaila Kuzmicha Yangel, and created  Academy of Sciences of Applied Radio 

Electronics. 

According to the Presidential Decree in 1993, KhIRE was awarded the status of 

technical university as a result of national and international recognition of high level. By the 

decree of the President of Ukraine in 2001,it was awarded the status of national university, 

since then it is  Kharkiv National University of Radio Electronics. KNURE was awarded the 

Silver Stella and the diploma of  winner of  International Academic Ranking "Golden 

Fortune" in  the nomination "Quality of the Third Millennium Learning", the Stella "Sofia 

Kyivska" in the nomination "Technical and Technological Universities of Ukraine", which is 

an undeniable confirmation of the university's recognition at the national level. 

The KNURE has established and gained international recognition for more than 30 

scientific schools, including those, who led them,  25 academicians from national and 

international academies. 

Today, KNURE is one of the three best universities in Kharkiv. In 2018, the 

university became one and only among technical HEIs, which ranked among top ten 

universities of Ukraine in the highest passing points in all specialties, it became the seventh 

university in the country by number of entrants to the state order and the first in Kharkiv. 

The University's scientists are actively involved in work of Ukrainian IEEE Section, 

and the university itself co-organizers of six IEEE conferences. Through the collaboration 

with partners from IT industry, university has opened modern laboratories that provide 

students with the opportunity to learn with the help of modern equipment and acquire up-to-

date knowledge of IT world. In 2019 the first science park in Ukraine was created, 

combining the scientific potential of the university and the capacity of the industry. During 

90 years of history, KNURE has become the flagship of technical universities of Ukraine, 

and KNURE graduates are qualified specialists of national and international companies. 
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The model retrieves software behavior information 

using a hierarchical model of nested auto-associating 

neural networks 
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Abstract. The existing algorithms for searching for malicious code 

are imperfect. For the most part, search programs determine the 

presence of malicious code based on already known samples. Thus, 

as a part of the study, a model for extracting information from 

data was developed, containing hierarchically related basic 

elements based on deep noise-canceling auto-encoders. In 

addition, the requirements for the model and the necessary 

operation parameters were determined. 

Keywords: auto-encoder, SAE, auto-associating neural networks, 

malware. 

I. INTRODUCTION AND PROBLEM STATEMENT 

The existing algorithms for searching for malicious code 
are imperfect. For the most part, search programs determine the 
presence of malicious code based on already known samples. 

One of the drawbacks of this approach is the need to obtain 
a copy of the malware before extracting the pattern necessary 
for its future detection. Obtaining a copy of new or unknown 
malware usually entails infection or attack on a computer 
system. 

To complicate matters, an increasing number of malware 
variants are automatically generated per day. A recent 
Symantec report [1] shows that the number of new malware at 
the beginning of February 2019 increased by 36 percent 
compared to last year, and the total number of samples 
exceeded 500 million. 

Most modern virus attacks today are aimed at specific 
targets. Thus, the number of corporate infections in 2019 
increased by 12% compared to 2018. 

Modern technologies allow the use of artificial intelligence 
systems and data mining in almost any field of computer 
science, and, in particular, in information security. 

The purpose of this report is to describe a mathematical 
model capable of extracting information about the behavior of 
software using a hierarchical model of nested auto-associating 
neural networks, which is resistant to non-informative 
transformations and is able to highlight the most important 
features of malicious software. 

 

II. PROBLEM SOLUTION AND RESULTS 

In recent years, neural networks have proven successful in 
creating invariant representations for complex data [2], and the 

presented method attempts to use similar principles to generate 
invariant representations for malicious programs. 

The basis of the proposed model is represented by neural 
networks grouped in layers 𝐿0,𝐿1,…,𝐿𝑐 and connected 
sequentially with each other. Each layer is a fragment of a 
hierarchical chain, receiving as input data the data processing 
results, transformed to the lower level presentation layer, and 
sending the output data to the next level of the model. 

Each layer is trained separately, implementing level-by-
level model training. After training the first level of the model, 
the input data for the next layer is presented in the form of 
transformation results of the previous level that was trained 
earlier (output of the presentation layer of the previous model 
level). All levels are trained in the same way on the data 
transformed by the previous levels of the model, after which 
the process is repeated for the next levels. 

The main component of the model is an auto-encoder 
neural network that functions separately within one hierarchy 
level of the model. An auto encoder consists of three main 
components — an encoder, a representation layer, and a 
decoder. 

To train the auto-encoder, all parts of the auto-encoder are 
used, after which, the components of the encoder and 
representation layer are separated from the auto-encoder. 
Representation layers are later called upon to generate a 
compressed representation for the next level of the model. 

The structural diagram of the model is shown in Fig. 1. 
 

 
Figure 1. Structural diagram of the applied SAE architecture 

 
Using the model to create a signature proceeds as follows. 

Let there be a desired recognition function 𝑔: 𝑋 →𝑌, the 
argument of which is a data set characterizing an aspect of the 
behavior of malware 𝑥𝑛 ∈𝑋, presented as a vector of length 𝑛, 
and the values of functions are a set of values approximating 
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the aspect of behavior of malware 𝑦𝑚 ∈𝑌, varying depending on 
the task. 

There is a subset of pairs of arguments and values of the 
function 𝐷= {{𝑥0,𝑦0},…,{𝑥𝑚,𝑦𝑚}}. The presented model thus 
implements the function ℎ:𝑋 →𝑌, which would approximate 
the function 𝑔 over its entire domain of definition, including 
the values outside of subset 𝐷[3]. 

To calculate the value of ℎ (𝑥), a data sample (vector) is fed 
to the input of the first layer of the trained model, and then a 
sequential transformation is performed while maintaining 
information content at each level of the model. Output 
activation at the last representation level of model is a vector 
with a lower dimension that defines a brief characteristic of the 
behavior of the sample based on a given aspect of the behavior. 

At the same time, it is supposed to train models on various 
data sets characterizing various aspects of the behavior of the 
software instance. Thus, the aggregate characteristic of the 
behavior of an instance will consist of a composition of the 
results of all models. 

Thus, the model is characterized by the following 
parameters: 

 the number of representation levels 𝐿0,𝐿1,…,𝐿𝑐; 
 the required size of the last representation layer dim (𝐿𝑐𝑛 // 

2 + 1), where 𝑑𝑖𝑚(𝐿) – the function for determining the 
dimension of the layer; 

 the number of inner layers of each level of the model, 
consisting of coding 𝐿𝑖𝑒, representation 𝐿𝑖𝑟 and decoding 𝐿𝑖𝑑 
layers, which are organized in the following order: 𝐿𝑖𝑒1, ..., 𝐿𝑖𝑒𝑚, 
𝐿𝑖𝑟, 𝐿𝑖𝑑1, ..., 𝐿𝑖𝑑𝑚, and the total number of which will be equal 
𝐿𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠=2𝑚+1; 

 the function of reducing the dimension on each layer of 
the model 𝑓𝑅(𝐿𝑖), which returns the size of the representation 
layer required from the level; 

 internal parameters of each level of the model: 

 the number of neurons in each layer of each level; 

 data normalization parameters; 

 parameters for adding noise to the training data of the 
layer; 

 parameters of layer activation functions; 

 error function parameters; 

 the number of epochs of learning level. 
The number of representation levels is a parameter that is 

calculated dynamically, depending on the function of 
dimension reduction. The 𝑓𝑅(𝐿𝑖) function takes the model level 
as an input, and calculates the size of the representation layer. It 
should be noted that for the first level of the model, the 
dimension of the first layer should be equal to the dimension of 
the input data, and for each subsequent layer, the dimension of 
the input layer will be equal to the result of calculating the 
function 𝑓𝑅 for the previous level: 

 

0dim( ) ( )L len X ,        (1) 

 
Where 𝑙𝑒𝑛(𝑋) – the dimension of the input data, 
 

1dim( ) ( ).i iL fR L     (2) 

 
As part of the work, the following dimension reduction 
functions were implemented: 

0dim( )
( ) ,i

i

L
fR L

c
          (3) 

 

where c – certain constant, the function dim(𝐿) – the function 
of determining the dimension of the layer, and 𝐿𝑖0 – the input 
layer of the level. 
Also, parameters calculated at runtime include the coefficient 
of dimension reduction on each layer of the model level (Per-
Layer Reduction or PLR), which characterizes how many times 
the number of coding part neurons will decrease on each new 
layer and, accordingly, how many times will increase the 
number of neurons in the decoding layer: 
 

 

0

0 0

0 0

*1000, dim( ) *1000

dim( ) *100, dim( ) *100

dim( ) *10, dim( ) *10

i

i i

i i

c L c

L c L c

L c L c

 


 
  

           (4) 

 
𝑛_𝑙𝑎𝑦𝑒𝑟𝑠 – the number of layers at a given model level. With 
this, the number of neurons in each layer of each level is 
determined. 

Learning curves for model levels are shown in Fig. 2. 

 
Figure 2. Learning curve of model levels 

 
The model for processing the sample data consists of two 

layers of auto-encoders, which consistently reduce the 
dimensions 1006 > 250 > 50. Each level of this model was 
trained during 3000 training epochs, as a result, the average 
reconstruction accuracy is approximately 60%. 

III. CONCLUSIONS 

Thus, as a part of the study, a model for extracting 
information from data was developed, containing hierarchically 
related basic elements based on deep noise-canceling auto-
encoders. In addition, the requirements for the model and the 
necessary operation parameters were determined. 

IV. REFERENCES 

[1] 2019 Internet Security Threat Report, ISTR Volume 24 [Электронный 
ресурс] // Symantec – 2019, - access: 
https://www.symantec.com/content/dam/symantec/docs/reports/istr-24-
executive-summary-en.pdf – (data: 05.04.2020).  

[2] Ruban, I., Martovytskyi, V., & Lukova-Chuiko, N. (2018). Approach to 
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Abstract. The major goal of research is to analyze and 

propose a new approach for static analysis of method calls in 

Java code and finding the class configurations using auxiliary 

libraries for reading and byte code search. 

Keywords: byte-code, callgraph, challenges, java, jdk, 

jgrapht, jre, static analysis. 

I. INTRODUCTION AND PROBLEM STATEMENT 

The software developer uses up to 90% of the time to read 
the code. For checking the places of creation and configuration 
in different classes, the developer manually checks each place 
using the usual file search, but due to human factor, there is a 
probability of missing some places [1]. To correct the situation, 
a tool is needed for automatic analyzing the code for the 
connection between its various parts. Many tools are free or 
paid, but with little functionality or many bugs [2]. 

The purpose of the study is to develop an approach for 
static analysis of method calls in Java and to find class 
configuration places. 

Existing analogs (Java-callgraph, Javadepend) and the 
criteria against which they are compared are shown in Table 1. 

Java-callgraph is a console application that requires the 
presence of Java Virtual Machine [3]. 

Javadepend is part of the proprietary JArchitect software 
product  

 

Table 1. Table comparing existing software solutions 
Criterias java-callgraph javadepend 

Cost Free Paid 

Open source Open Closed 

License type 2-clause BSD 

license 

N/A 

Profiling Exist Non-exist 

Output type One Many 

CI/CD Exist Non-exist 

Search with criteria  Non-exist Exist 
 

II. PROBLEM SOLUTION AND RESULTS 

The proposed analysis approach consists of three steps, shown 
in Fig. 1. 

 

Figure 1. General approach to analyze calls 

The first component should be used to collect files that 
have a class extension, then a list of all the files found is 
formed and passed to the input of the second component of the 

program, which will deal with the analysis and construction of 
vertices of the graph and the dependencies between them. 

After constructing the entire graph, the third component 
begins its work, which looks all the way between the initial 
group of methods and the final group of methods. If filter 
criteria are specified, then in each path from start to finish, the 
program tries to find the first vertex that matches the filter. 

Input parameters: 

 paths to the files to be analyzed; 

 names of packages start and end nodes of the graph; 

 package names for the filter criterion; 

 output format. 
Each vertex that corresponds to the filter will be printed in 

the console or duplicated in a file. Each point has a name for 
the class, method, and archive where it was found. Javaagent is 
one of the JVM settings that allows you to specify an agent to 
run before launching the application. The agent executable is a 
standalone application that provides access to the byte code 
manipulation mechanism (java.lang.instrument) in the runtime. 

Byte code can be parsed using the Apache BCEL library, 
and graphing is a third-party JGraphT library [4]. 

Criterion for finding paths in a graph - is the full or partial 
name of packages that contain classes with target methods. 

The program should take the following paths: 

 the path to the JAR file; 

 the path to the WAR file; 

 the path to the CLASS file; 

 the path to a folder that contains any type of file, namely 
JAR, or WAR, or CLASS files. 

III. CONCLUSIONS 

Compared to other software solutions support for the filter 
criterion, additional output path, more output information for 
support for CI / CD processes were added. 

IV. REFERENCES 

[1] Morenets S. Ideal code [Electronic resource] / Sergey Morenets // dou. - 
2016. - Resource access mode: https://dou.ua/lenta/articles/perfect-code/. 

[2] Martovytskyi, V. O.,  Kolodochkyn L. L."Stvorennia kros-platformnoi 
systemy zakhystu Web-servisiv i dodatkiv na osnovi XML-failiv dlia 
tekhnolohii ASP. NET." Systemy ozbroiennia i viiskova tekhnika 2 
(2015): 122-123. 

[3] Gousios G. java-callgraph: Java Call Graph Utilities [Online resource] / 
Georgios Gousios - Resource access mode: 
https://github.com/gousiosg/java-callgraph/blob/master/README.md. 

[4] Explore Existing Architecture - Resource Access 
Mode:https://www.jarchitect.com/dependenciesview. 

 

 

 

 

 

 



DOI: https://doi.org/10.30837/IVcsitic2020201136 

10 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 

Hybridization of the genetic algorithm with the 
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Abstract. Evolutionary algorithms are one of the effective 

methods for solving problems with high computational 

complexity, large dimension and search space. The use of 

evolutionary algorithms makes the question of choosing their 

settings and parameters relevant. The solution to this issue is 

difficult and significantly affects the quality of the resulting 

model. The paper considers the issue of determining the 

dimension of the current population during the operation of 

the genetic algorithm using the mathematical apparatus of 

fuzzy sets with a pentary membership scale. The proposed 

hybrid genetic algorithm has been tested on sets of test 

functions. A comparative analysis of the classical and hybrid 

genetic algorithms for the accuracy of solving the optimization 

problem of the general plan of logistics transportation is 

carried out. 

 

Keywords: genetic algorithms, apparatus of fuzzy sets, 

optimization, logistics. 

I. INTRODUCTION AND PROBLEM STATEMENT 

The vast majority of optimization tasks require a huge 
investment of time and computing resources. This is due to the 
need to sort out a huge number of different solutions. 
Moreover, by their computational complexity, such problems 
belong to the class of so-called NP-complete problems, that is, 
problems for which there is no deterministic polynomial 
algorithm. Therefore, to ensure that the best solution (global 
extremum) is found in such problems, it is necessary to 
perform exhaustive search, which in reality is not possible due 
to their large dimension [1-3]. Therefore, in practice, various 
metaheuristic algorithms are developed to solve such problems, 
which allow finding close to optimal (quasi-optimal) solutions. 
One of the approaches that can successfully solve the problem 
of increasing the efficiency and quality of solving complex 
optimization problems of large dimension is the integration of 
various scientific methods specific to such areas of 
computational intelligence as bio-inspired algorithms, fuzzy 
calculations, artificial neural networks [4-5]. Genetic 
algorithms (GA) as representatives of the metaheuristics group 
have become an important tool for solving optimization 
problems in various fields  [6]. 

II. PROBLEM SOLUTION AND RESULTS 

Cost optimization is one of the most important tasks of 
transport logistics, the solution of which allows, under the 
existing restrictions on all types of resources used, to increase 
profits up to 25%. For logistics companies, this level of cost 
minimization can be achieved by constructing effective route 
plans for vehicles (V). A particularly significant effect of cost 
reduction can be achieved on large logistics networks. This 
circumstance forces researchers to search for efficient 
algorithms for solving the routing problem of vehicles that 

generate less costly routes and schedules. Heuristics (including 
GA) allow in some cases to generate solutions that increase the 
temporary solvency of the solution by almost two times. 

At the initial stage (n = 0) of the classical genetic algorithm, 
an initial population of chromosomes is randomly generated, 
each of which is a sequence of genes encoding an alternative 
solution (for example, a chromosome may encode a variant of 
freight transport by a specific vehicle along a specific route). In 
this case, each gene may carry the values of the corresponding 
type of V and the length of the route. Then begins a cycle, at 
each iteration of which to the current population is consistently 
applied: the reproduction operator, randomly selects 
chromosomes for crossing, in proportion to their fitness 
function (determined by the values of the target function of the 
respective pairs - V & route); a crossover operator that mimics 
the generation of offspring chromosomes by borrowing 
separate sections of the parent's genetic code (the formation of 
new matching V pairs & route that inherited different V types 
and routes from different previously selected old pairs); a 
random mutation operator, with a given (small) probability, 
changes the chromosome in a random place at random; and, 
finally, the recombination operator that determines the 
chromosomes that will enter the next population (selects the 
most appropriate for the future evolution of a pair of V & route 
according to the value of their target function). The monetary 
value of the entire transport plan is used as the target function. 
The cycle continues until the maximum number of iterations n 
is reached or a satisfactory solution is obtained. The scheme of 
traditional GA: 

 
BEGINNING / * genetic algorithm * /  

Create an initial population;  

Evaluate the suitability of each individual;  

stop: = FALSE  

UNTIL DOES NOT STOP EXECUTE  

BEGINNING / * create a new generation population * /  

REPEAT (population size / 2) TIMES  

BEGINNING / * playback cycle * /  

Choose two individuals with high adaptability from previous gen-

eration to cross;  

Broken selected specimens and get two descendants;  

Assess the suitability of descendants;  

Place in a new generation of descendants;  

END  

IF the population agrees TO stop: = TRUE  

END 

 
In a hybrid GA (HGA), after creating the initial population 

and calculating the value of the fitness function for each pair of 
V & route, the apparatus of the theory of fuzzy sets (TFS) starts 
up [7]. We define a lot of linguistic variables “Value of fitness 
- function” as “Very Bad”, “Bad”, “Fair”, “Good”, “Very 
Good”. Those pairs of V & route (chromosomes), the values of 
the fitness-functions of which fall into the FS “Very Bad”, are 
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excluded from further processing. Thus, the dimension of the 
current population is reduced and the convergence time of the 
HGA is reduced, which is of relevance for problems of large 
dimension. 

Hybrid GA Scheme: 

 
BEGINNING / * genetic algorithm * /  

Create an initial population;  

Evaluate the suitability of each individual;  

Formation of 5 fuzzy sets  

"VB-very bad", "B-bad", "S-satisfactory", "G-good", "VG-very good" 

individuals depending on the suitability value / * FST * /  

Reducing the dimension of the initial population by removing from it 

the fuzzy set "VB" 

stop: = FALSE  

UNTIL NOT STOP EXECUTE  

BEGINNING / * create a new generation population * /  

REPEAT (population size / 2) TIMES  

BEGINNING / * playback cycle * /  

Choose two individuals with high adaptability from previous gen-eration 

to cross;  

Broken selected specimens and get two descendants;  

Assess the suitability of descendants;  

Formation of 5 term sets "VD", "B", "S", "G", "VG" individuals 

depending on the value of the fitness function  

/ * FST * /  

Reducing the dimension of the initial population by removing from it the 

term set "VB"  

END  

IF the population agrees TO stop: = TRUE  

END 

 
The following HGA characteristics were used in the work: 

crossover type - single-point, parameter coding - real, which 
gives additional advantages in terms of HGA operation speed; 
the FS apparatus is used as a strategy for the formation of a 
new generation. The results of the first stage of experiments on 
test functions showed that the HGA showed the best results in 
terms of convergence rate and the probability of reaching an 
absolute optimum in comparison with classical GA (Table 1). 
 

Table 1. Results of the first stage of testing 
Type GA   Testing function  

 De Jong Rosenbrock Rastrigin 

CGA 0.89 0.86 0.84 

HGA 0.92 0.90 0.88 

 
The results of the second experiment confirmed the results 

of the first. The value of the total cost of the entire 
transportation plan obtained using HGA showed more optimal 
results compared to CGA (Table 2). 

 

Table 2. Value of the cost of the general transportation plan 
Domain 

Object 

CGA ($) HGA ($) 

DO#1 21598.70 16124.61 

DO#2 83305.60 65984.84 

DO#3 58179.20 47630.10 

DO#4 112384.67 94781.93 

DO#5 25384.98 12021.75 

DO#6 97359.50 82840.36 

DO#7 25292.50 16977.14 

DO#8 11091.83 7308.28 

DO#9 273595.78 223387.96 

DO#10 308625.32 317943.95 

DO#11 233056.21 215091.83 

The proposed HGA is programmatically implemented on 
the .NET Framework and the MS Visual Studio development 
shell, the programming language is C #. Experiments were 
conducted to evaluate the capabilities of the author's HGA. The 
first stage of the HGA testing was carried out on the test 
functions of  De Jong, Rozenbrock, Rastrigin [8-10]. The 
second stage of testing was carried out on real data obtained at 
the facilities of the following subject areas - the agricultural 
industry, the oil and gas industry, the logistics area in the 
process activity. 

III. CONCLUSIONS 

Evolutionary algorithms in general and genetic algorithms 
in particular have an advantage in solving optimization 
problems. This advantage is their ability to simultaneously 
operate with many solutions - the population, which allows us 
to reach a global extremum without getting stuck in local ones. 
Moreover, information about each individual in the population 
is encoded on the chromosome (genotype), obtaining the 
optimal solution (phenotype) is obtained after the 
implementation of the evolution process (selection, crossing, 
mutation) after decoding. The HGA proposed in the work 
allows the adaptive process of regulating the sizes of the initial 
and current populations using TFS. Dividing the current 
populations into five term sets makes it possible to implement 
parallel execution of HGAs (the so-called spatial methods for 
finding the extremum), which are generally more efficient than 
sequential (temporary) ones. In addition, in many subject areas 
of GA application in the formation of genes and chromosome 
structure, it is irrational to use binary coding and mutation, 
which is used in binary coding. This circumstance provides an 
additional advantage in increasing the temporary solvency of 
the HGA. Being randomly directed search methods on a variety 
of solutions, GAs are effectively used to solve NP-complete 
problems in decision support systems in complex 
organizational and technical systems. 

REFERENCES 

[1] Cohoon J.P., Karro J., Lienig J. Evolutionary algorithms for the physical 
design of VLSI circuit. In: Advances in Evolutionary Computing: 
Theory and Applications. A. Ghosh, S. Tsutsui (Eds.). Springer Verlag, 
London, 2003, pp. 683–712. 

[2] Shervani N. Algorithms for VLSI physical design automation. Kluwer 
Acad. Publ., Dordrecht, 1995. 538 p. 

[3] Alpert Ch.J., Dinesh P., Mehta D.P., Sapatnekar S.S. Handbook of 
algorithms for physical design automation. CRC Press, NY, USA, 2009. 

[4] Ershov N.M. Non-uniform cellular genetic algorithms // Computer 
Research and Modeling, 2015, vol. 7, no. 3, pp. 775-780. 

[5] Whitfield-Gabrieli S and Nieto-Castanon A, “Conn: a functional 
connectivity toolbox for correlated and anticorrelated brain networks,” 
Brain Connect., vol. 2, no. 3, pp. 125–141, 2012. https://doi.org/10. 
1089/brain.2012.0073 PMID: 22642651. 

[6]  Kazakovtsev, L.A. An Approach to the Multi-facilityWeber Problem 
with Special Metrics /L.A.Kazakovtsev, P.S.Stanimirovic // European 
Modelling Symposium (EMS), 20-22 Nov. 2013.–Manchester:UkSim.–
2013.–P. 119–124. DOI:10.1109/EMS.2013.21. 

[7] Skakalina, E. (2018), «Development of Methodological Foundations   of 
Logistical  Intellectual  Control  of Complex Systems Based on   Hybrid 
Heuristic Algorithms» / International Journal of Engineering & 
Technology.- 2018.- Vol. 7, No (4.8). – P.534-538.   
DOI: 10.14419/ijet.v7i4.8.27301 

[8] De Jong K.A. Evolutionary computation a unified approach // A 
Bradford book. Cambridge: MA, USA. 256 p. 

[9] Rosenbrock H.H., An automatic method for finding the greatest or least 
value of a function. - The Computer Journal 3, 1960. pp. 175–184. 

[10]  Rastrigin L. A., Systems of Extremal Control - Nauka, Moscow, 1974. 

https://doi.org/10.1089/brain.2012.0073
https://doi.org/10.1089/brain.2012.0073
http://www.ncbi.nlm.nih.gov/pubmed/22642651
http://dx.doi.org/10.14419/ijet.v7i4.8.27301


DOI: https://doi.org/10.30837/IVcsitic2020201139 

12 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 
 

Analysis of the current status of additional reality 

technologies 
Kortyak Yelizaveta1

 
1Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine, yelyzaveta.kortiak@nure.ua  

Bolohova Nataliia2 
2Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine, nataliia.bolohova@nure.ua 

Liashova Anastasiia3 
3Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine 

 

Abstract. The modern virtual reality industry holds a lot of 

potential since its investment activity has been increasing as 

well as the new breakthrough projects and technologies have 

been emerging. However, this field is still not so widespread. 

The article is devoted to the analysis of the VAMR-industry 

current state, to the research of the topical issues that do not 

allow the industry to become a part of the user’s daily life, and 

to the search of their possible solutions. The definitions of 

‘VR’, ‘AR’, ‘MR’ and the statistical data of the investment 

activity and the industry growth rate in 2016-2018 are given. 

The article considers the VAMR-industry problems from the 

perspective of a user in accordance with the price, usability, 

security and quality criteria. Here are described features of 

augmented reality technologies and their formats, basic 

principles and methods of its use. The specificity of the 

concept of augmented reality in the context of retail and 

industrial trade and its use in consumer and industrial 

marketing in the relevant markets. The tools and elements of 

augmented reality that influence the activity of enterprises, 

their positions and support in optimization of their digital 

strategy of the company are identified. 

Keywords: virtual reality industry; VAMR-industry; modern 

technologies; VAMR-industry problems; marketing 

instruments; reach of the target audience; customer behavior. 

I. REALITY TECHNOLOGIES 

Currently, Virtual, Augmented and Mixed Reality (VR / 
AR / MR) is an emerging industry with great potential. The 
first steps towards the development of virtual reality 
technology were made in 1957, when the working prototype 
"Sensorama" (the Sensorama) was released.  

However, the active growth of the VAMR industry began 
not too long ago. In 2012, a breakthrough was made in the 
industry - Oculus Rift virtual reality glasses were created. The 
appearance of this product marked a new stage in the 
development of VAMR.  

Trends in the steady increase in growth and expansion of 
virtual technology in different areas not only characterize the 
current state of the market, but also create a number of complex 
and contradictory problems that require mandatory search and 
development of solutions.  

II. PROS AND CONS OF REALITY TECHNOLOGIES 

In practice, the difficulties in the development of the 
VAMR industry go far beyond terminology. The growth rate 
and investment attractiveness of the market are indicators that 
not only characterize the level of development of a given 

industry, but also reflect its scope and problems that need to be 
overcome.  

 On the one hand:  

 VAMR is a promising industry (see Fig. 1). 
Transparency Market Research (TMR) estimates that 
VR and AR's global CAAGR (cumulative average 
annual growth rate) will reach US $ 547.20 billion by 
2024 [1]. According to 2018 data, North America, 
which owns 80% of the world market, is the leader in 
the region's use of VR / AR technologies. [1] In 2017, 
the largest amount of investment in the VR / AR 
industry among all countries in the world belonged to 
the United States and amounted to $ 3.2 billion [2].  
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Figure 1. VR value in human life 

 VAMR solutions are used today in various fields: 
entertainment (games, cinema, sports broadcasts, 
theaters, museums, etc.), marketing, education, 
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medicine, industry, real estate, military-industrial 
complex, design, etc. there are many examples of 
successful cases using VAMR technologies 
worldwide and in many areas.  

 However, the gaming industry on a global scale still 
remains the area where VR devices are most in 
demand.  

 The annual VR market volume for gaming was $ 106 
billion in 2016 [1].  

 On the other hand: 

 Despite all the above trends and positive dynamics, 
the VAMR industry is still too young to become a 
full-fledged in the real-life of a user at the same level 
and scale as mobile communications, internet, or 
television. This thesis is confirmed in the downturn of 
2017, when companies worldwide acquired only 24 
thousand sets of AR points [2,3]. If you look at the 
dynamics of sales of VR points in the gaming market 
over the past two years, the following trends can be 
noted. 

  In 2016, Samsung Gear VR was the number one 
device sold (see Fig. 2). In 2017, this figure has 
dropped significantly. In most cases, the glasses were 
bundled with the Samsung Galaxy device of different 
versions, which, in our opinion, is the cause of the 
decline in sales. 

 Consumer motivation was related to buying a 
smartphone, not a VR helmet. At the same time, 
Playstation VR sales have more than doubled, driven 
by an increase in games on the platform [2]. 

 Conclusions:  

 The above data indicate that current and projected 
high rates of growth, investment activity, number of 
players in the market and production volumes 
characterize the VAMR industry as a whole, but do 
not explain the reasons for the lack of widespread 
availability, lack of mass virtual technology and 
mixed technologies in different segments (corporate 
and private clients). 
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Figure 2. Usability of VR by companies 

III. CONCLUSIONS 

To sum up: expensive equipment and its maintenance, 
consumer dissatisfaction with the ergonomics of modern virtual 
machines designed and mixed reality, high risks of use and lack 
of solutions to ensure safe operation and the ability to improve 
the quality of output systems, lead to the fact that the VAMR 
industry is not yet mass and public. 

 In spite of the investment attractiveness and the 
considerable potential for growth, it is necessary to introduce 
such solutions that would overcome the above problems from 
the user's point of view and make a technological breakthrough 
to make VAMR technologies a part of everyday life. 

 Such a goal is achievable if a multidimensional 
consideration of the problems of the industry is not only from 
the point of view of the investor and the consumer, but also of 
the developer.  

Here are several options to solve one of the problems: 

 using augmented reality technology in a mobile-
oriented university learning environment:  

 expand the capabilities of the laboratory facilities used 
to prepare students to work with real systems; 

 make available systems of high complexity and cost that 
were traditionally available only to specialists; 

 provides laboratory simulators with augmented reality 
interfaces that help to improve training;  

 motivates students to experiment and study. 
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Abstract. One of the requirements for modern monitoring 

systems is the timely detection of changes in the state of the 

system and ensuring continuous operation. Using the adaptive 

approach in the operation of the SCADA system, it is possible 

to ensure complying with the technological process 

parameters and obtaining quality products. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

The SCADA systems are used to monitor and control 
technological processes in the agricultural industry. Modern 
requirements for the SCADA systems must have many 
parameters that will ensure trouble-free operation. 
Conventional engineering approaches and tools, such as 
development methodologies, architectural styles, modeling 
techniques, have limited capabilities to work with many quality 
attributes at the same time, and require important initial 
knowledge of the exact goals of the system and of every 
interaction that it enters and with which it can face in the 
future, should be known at the time of design. A possible 
solution to the problem is to build adaptive systems that can 
effectively adapt to failures, component replacement, and 
environmental changes with less human intervention or 
centralized operation [1-2]. If the system is adaptive, it 
implicitly means that it is flexible to adapt to dynamic changes 
in the environment, has a scalable ability to control the increase 
in size, and is able to cope with the evolution of its complexity. 

II. PROBLEM SOLUTION AND RESULTS  

After analyzing the technological process of grain storage 
and drying, it can be determined that to maintain the 
microclimate in the granary for high-quality and long-term 
grain storage, as well as to be able to dry and cool the grain, a 
programmable logic controller with sensors of moisture and 
temperature of grain and air in the granary is used. The control 
system also includes a flowmeter to control the air supplied to 
the grain embankment and general air exchange in the granary. 

In the presented study it is offered a mathematical model of 
temperature forecasting and correction, which describes the 
change of temperature and other microclimate parameters 
depending on the external environmental conditions, the 
algorithm of microclimate control is developed. When 
interrogating the sensors, the microcontroller determines the 
values of the microclimate parameters and then, in accordance 
with the agrotechnological requirements, issues control effects 
on the electrical equipment. 

When designing the SCADA system, the following 
requirements were made: optimization of the electricity 
consumption of the object; possibility to connect electronic 
analytical scales with a unified output current signal of 4-20 
mA; implementation of protective algorithms for the 
technological equipment; protection against incorrect sequence 
of switching on of the equipment; automatic stop of the 
equipment in case of emergencies; automation of working 
algorithms (choice of transport routes, start/stop/breaks); 
execution of protective algorithms; reduction of freelance and 
emergency situations; visualization of implementation of new 
technological processes on mnemonic circuits and reports; 
realization of object performance control, quantity of 
production at each stage); multi-level access system [3, 4]. 

The microclimate control subsystem includes: 
1) maintaining the optimum air temperature during grain 

cooling to increase storage life; 
2) sustaining humidity of air within 65-75% that provides 

the optimum one at storage of grain moisture equal to 14-16%. 
3 controlling over the minimum required air flow 

depending on grain moisture 
The developed SCADA provides support for the operation 

system that uses the adaptive approach to ensure quality while 
dynamically changing process parameters and system 
components.  

III. CONCLUSIONS  

The offered approach allows predicting the mutual 
influence of microclimate parameters and applying the adaptive 
working principle of electrical equipment with flexible 
hierarchical structure in real time while changing technological 
tasks to support them. An efficient automated system for 
monitoring temperature and humidity in the granary has been 
developed, which allows saving energy resources through 
using controllers with the adaptive control approach. 
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Abstract. All the means of safety of the container environments 

are analyzed. There are generalized practical problems of 

using intrusion detection and prevention software, isolated 

application launch. Among them is emphasised functionality of 

this software. Emphasis is placed on the difficulties of 

implementing the privileged function. These difficulties lead to 

a decrease in the efficiency of its usage and, as a consequence, 

to the safety of container environments. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Every year there is a growth of the information technology 
market. This determines the ways of developing container 
environments. While one of the important aspects of their 
usage is security. In particular, with the help of intrusion 
detection and prevention software, for example [1-2]: Snort, 
Suricata, Bro, Ossec, Prelude. The practical application of this 
software is limited by the difficulty of adapting their settings to 
ensure the safety of container environments. The following 
restriction also applies to isolated launch of applications, such 
as [3]: Seccomp, Apparmor, Selinux. 

On the one hand, it is important to ensure the security of 
container environments by using intrusion detection and 
prevention software; isolated application launch. On the other 
hand, in practice it is easier said than done.  

II. PROBLEM SOLUTION AND RESULTS  

The security of container environments through the usage 
of intrusion detection and prevention software involves the 
following issues: 

 the similarity of models of information collection 
systems with each other and their disadvantages; 

 the presence of a large number of false positive results 
in the detection of intrusions; 

 software architecture limitations to detect and prevent 
intrusion while using in container environments [4]; 

 lack of effective means of automated analysis and 
visualization of information about incidents of 
information security; 

 

 low efficiency and limited usage of software to detect 
and prevent intrusion in a container environment [5]; 

 the complexity of automated isolation of intrusion 
features by detection software [6]. 

Among them, one of the most significant problems is the 
limited software architecture for detecting and preventing 
intrusion in container environments [7]. As a consequence, 
their efficiency and safety in the container environment is 
reduced. 

III. CONCLUSIONS  

Therefore, the usage of intrusion detection and prevention 
software, isolated application launches for security in container 
environments is complicated to do in practice because of 
different  architectural features. First of all, this is due to their 
limited functionality, in particular, when using the privileged 
function. Restrictions lead to a decrease in the efficiency of the 
specified software and, as a consequence, the difficulty of 
ensuring the security of container environments. 
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Abstract. The method of load balancing for indivisible 
network resources when parallelizing Big Data processing is 
considered. A method for finding the optimal partitioning of a 
processing service into parallel processes is proposed. 

Keywords: Big Data; indivisible resource; computing 
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I. INTRODUCTION AND PROBLEM STATEMENT 

One of the approaches used in Big Data processing is 
parallelization of computations [1-3]. In this case, one of the 
central issues in assessing the effectiveness of such processing 
is the analysis of processing requests to indivisible resources 
(IR), i.e. to those network elements that are available at any 
given time for no more than one request [4]. Queues to IR 
increase query execution time, which leads to a drop in QoS 
indexes. Obviously, uniform loading of IR will be the best 
option for increasing the speed of processing requests. 
Therefore, the purpose is to find such a partition of the Big 
Data processing process, in which the load balancing of 
indivisible resources is observed. 

II. PROBLEM SOLUTION AND RESULTS 

Let Big Data processing service (BDPS) F  uses n  of IR 

1, nf f , each of which, with one call, provides the volume of 

a computing resource (CR) in the amount of 1, nr r units, 

respectively. Suppose ones can decompose F  BDPS into m  

( m n ) parallel processes (PP): 

 1 2 1 2
1

, 1,
m

i i i
i

F F F F i i m


    ,        (1) 

 
'

1, ! , max ',i i j
i

j n F F f i i j
 

      
 

,       (2) 

i.e., each PP includes no more than one IR,  ',i j  is a 

frequency of jf  IR use by 'i  PP. 

On the Cartesian product of F F  we introduce the 
following relation: 

 : ,i j ijF F   ,                        (3) 

where  ij i j   is the frequency of the direct transition from 

iF  PP to jF  PP to use the IR located on jF , and ii  is the 

frequency of requests for its own IR of iF  PP (if the 

corresponding resource is not requested, then 0ij  ). 

In such notation, the distribution of PP means finding such   

partition of F  set into m  disjoint (possibly empty) PPs in 
accordance with (1), in which the maximum load of IR is 
minimized: 

1

max min, ,
m

ij i j
i j

F F



   .              (4) 

Objective function (4), in contrast to the standard ones used 
in such situations, is focused on uniform distribution the load 
among all IRs. In this case, it is necessary to meet the 

requirements for cR  computing resource allocated for F  

BDPS, i.e. 

1 1

m m

i ij c
i j

r R

 

   .                       (5) 

The formulated problem (1) - (3) for large values of m  and n  

results in a large volume of calculations and, when applying 
various exact enumeration algorithms, does not provide a solution 
in an acceptable time. To solve it, we represent F  set in the form 

of vertices of a fully connected graph of , , ,G F F F    , 

where the arcs of the graph are given by F F  Cartesian 

product;  ir   is a set of vertex weights; relation   is a set 

of weights of the arcs of a graph. Then the set of solutions to 
problem (1) - (3) is the set of all possible cuts of G  graph into m  

subgraphs. The problem can be reduced to partitioning into m  
maximally internally stable subgraphs with a minimum of 
adjacent vertices. To determine the maximally internally stable 
vertices of the graph, one can use the Bron and Carbosh 
algorithm, which is characterized by a small computational 
complexity that does not rapidly increase with increasing graph 
dimension. 

III. CONCLUSIONS 

Thus, load balancing for indivisible network resources 
allows to speed up Big Data processing. The optimal structure 
of parallel processing can be constructed by finding the 
corresponding cuts of a fully connected graph. 
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Abstract. The main principle of the proposed techniques is 

design obfuscation method to achieve hardware security. In 

the work we consider the reconfigurable-based obfuscation in 

the post-fabrication stage of IC. We address the need to add 

reconfigurable-logic stage to the development cycle. This 

technique may be considered as a preventative measure 

concealing some of the design from an attacker. In other 

words, it hides the exact functionality and schematic of an IC 

until after the reconfigurable logic has been programmed. 

Keywords: security; reference monitor; hardware design 

obfuscation; hardware Trojan detection; hardware Trojan 

prevention; countermeasures. 

I. INTRODUCTION 

With increasing computing power and integration density, 
several issues in design, performance and manufacturing of ICs 
have emerged. Moreover, increasing power consumption, 
increased cost of testing and verification, and complexities in 
manufacturing devices are the some of the major issues with IC 
design and manufacturing. To make such design and 
manufacturing feasible, an IC design house is commonly aided 
by the following external tools: the sophisticated software tools 
(EDA),  that facilitates design, verification and testing of 
modern ICs; preverified, high performance, functional 
hardware IPs design facilities, which help to reduce the design 
time, improve reliability; the fabrication facilities where the 
design is actually manufactured and sometimes tested. 

Reduced control on the IC life-cycle emphasizes various 
security issues associated with ICs. Hence, security of 
hardware ICs has emerged as a major challenge in IC design 
and test. 

The main goal of the research is to develop design 
techniques that can effectively resist or mitigate the security 
threats at untrusted stages of the IC life-cycle. The main 
principle of the proposed techniques is design obfuscation 
method to achieve hardware security. In the work we consider 
the reconfigurable-based obfuscation in the post-fabrication 
stage of IC. We address the need to add reconfigurable-logic 
stage to the development cycle. This technique may be 
considered as a preventative measure concealing some of the 
design from an attacker. In other words, it hides the exact 
functionality and schematic of an IC until after the 
reconfigurable logic has been programmed. 

Secure systems designing has been investigated earlier in 
diverse contexts. Previous works on protection of information 
systems can be broadly classified into two main categories [1-
2]: embedding security mechanisms (access control 
mechanisms) at various levels of IS; multi-level Kernel-based 
security architecture. 

In the work, the concept of multi-level kernel-based 
security architecture is considered. 

Hardware obfuscation is a technique by which the 
description or the structure of electronic hardware is modified 
to intentionally conceal its functionality, which makes it 
significantly more difficult to piracy. In other words, hardware 
obfuscation modifies the design in such a way that the resulting 
architecture becomes unobvious to an adversary [3]. 

In this work reconfigurable logic-based obfuscation 
technique exploits reconfiguration features to obfuscate a 
design [4]. It suggests making a small component of the design 
reconfigurable in the IC. This approach hides the functional 
and/or schematic details in untrusted stages of the development 
cycle. 

II. REFERENCE MONITOR OBFUSCATION 

A basic concept in the design and development of secure 
systems is the concept of a reference monitor (RM) – reference 
validation mechanism. 

A RM is an access control concept of an abstract machine 
that mediates all accesses to objects by subjects [5]. The RM 
allows developers to integrate the security aspect closer into 
design process of the system instead of trying to add it later.  

The work is devoted to the RM obfuscation, ensuring the 
key property of RM: the RM must be non-bypassable. 

In [6] the authors demonstrate formal transformations of the 
system structure model using multilevel aggregation. In this 
work we apply formal transformations approach for the RM 
obfuscation.  

A complex system S is divided into the subsystems Sμ, 
where μ = 1, 2,..., М. It is obvious that the subsystem Sμ, on the 
one hand, can itself be a complex system, just like the system 
S, and on the other hand, it can be an element of the system S.  

The system under consideration S consists of 13 elements. 
The aggregation of the system is realized as follows: 
Sμ={С1,С2} and Sμ0=С0

μ={С0,С3 - С12}. We assume that the 
subsystem Sμ will perform the access control functions, in other 
words, it will be the RM of the system.  

The considered obfuscation method of RM consists of two 
steps. First step consists in construction of the operators (Rμ 
and Rμ0) of elements connections for the subsystem Sμ and Sμ0. 
The operator Rμ contains information associated with the 
connectivity of the RM (Sμ) and the main design (Sμ0). The 
second step consists in utilization of Rμ for reprogramming the 
subsystem Sμ at later stages of the design. Practically, we hide 
the functionality and schematic details of RM. 

Proposed method of secure system design involves the 
access control mechanism as an obligatory element; the 
obfuscation of RM ensures the nonbypassable property of the 
access control mechanism; the formalism used in the work 
allows to automate a secure system design and mathematical 
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modeling to evaluating its resistance against various forms of 
attacks. 

III. PHYSICAL IMPLEMENTATION 

The application of the reconfigurable-based obfuscation of 
RM for SoC is as follows. The idea of utilization of Rμ for 
reprogramming the subsystem Sμ at later stages of the design is 
implemented of in the frame of FPGA platform. The work 
illustrates the use of reconfigurable feature of the Xilinx 
Vivado Design Suite and Nexys4-DDR board for obfuscate 
RM of SoC. 

IV. CONCLUSION 

In this paper, we have presented the approach that 
incorporate hardware design obfuscation to protect a design 
against various forms of attacks. The reference monitor 
obfuscation is performed using the multilevel aggregation 
algorithm of the structural model transformation. In order to 
obfuscate a reference monitor, our approach requires runtime 
field-programmable hardware features. 
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Abstract. Today information security concerns stand as the 

main topic in many computer-related fields. This work 

describes new standardized protocol: DNS-over-HTTPS. 

Encryption of DNS queries, pros and cons of new protocol, 

should we prefer DNS-over-HTTPS or just use old DNS? Let 

us try to figure it out. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Domain Name System (DNS) – simple query-response 
protocol. Its main purpose is to name computers, services and 
other resources that connected to the Internet or private 
networks [1]. It translates human-readable domain names to 
corresponding IP addresses and so locates computer services 
with the underlying network protocols.  

 

 
Figure. 1. Domain name resolving via DNS protocol 

 

Nowadays, flow of data between computers constantly 
increases. As a result, needs in secured data transmission 
channels between them also increase. Theft of sensitive and 
private information can be disastrous for any private person or 
company. They may not even know that they use DNS every 
day, which does not determine the proper protection when 
transferring queries over Internet. 

This work will tell about DNS-over-HTTPS protocol and 
its advantages over classical DNS. 

II. PROBLEM SOLUTION AND RESULTS  

DNS-over-HTTPS – is a protocol for performing remote 
domain name resolving via the HTTPS protocol [1]. Main goal 
of protocol is to increase user privacy and security by 
preventing eavesdropping and manipulation of DNS data by 
man-in-the-middle attacks (MITM). MITM attack is active 
eavesdropping, in which attacker creates independent 
connections between client and remote service, in that way 
relaying messages between them to make them believe that 
they are talking directly to each other over a private connection 
[2]. Such interconnection layer (man-in-the-middle) can read 
and change any data that goes through. 

 

 
Figure. 2. Basic concept of man-in-the-middle attack 

 

DNS-over-HTTPS requests/responses are handled over 
standard SSL port – 443. Protocol allows using two methods of 
HTTP requests: GET and POST.  When using POST method 
original DNS query must be placed in body section of the 
message. Content-Type request header field must indicate the 
media type of the message. Protocol defines a new Content-
Type request header for this – application/dns-message. 
Queries exchange between client and DNS-over-HTTPS server 
can be cached accordingly to HTTP and/or DNS basic cache 
rules. 

Encryption of DNS-over-HTPS queries are done “on-fly” 
right before transmitting data between endpoints. Basic concept 
behind this procedure is beforehand established SSL 
connection between client and DNS-over-HTTPS server. SSL 
connection begins at handshake, which goals are to satisfy that 
client talks to the right server and vise-versa; agree on using 
encryption algorithm they will use to exchange data; agree on 
necessary keys for chosen algorithm [3]. After establishing 
SSL connection, client encrypts data before transmitting it to 
the server and vice-versa. 
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Let us review some pros and cons of DNS-over-HTTPS 
protocol. Pros are: makes MITM attacks useless; obfuscated 
data can’t be sniffed by third-parties; all data flow is done 
using traditional SSL 443 port, so DNS queries can’t be 
distinguished from traditional HTTPS queries; DNS traffic is 
centralized on a few DNS-over-HTTPS servers that may lead 
to improved load time performance. Cons are: makes 
traditional DNS-filtering practically useless; is not widespread 
today, so it lacks support [4]; decreases overall Internet cyber-
security, because it makes harder to monitor suspicious activity 
[5].   

 
Figure 3. Firewall DNS-filtering outflank 

  

III. CONCLUSIONS 

DNS-over-HTTPS protocol closes Internet web-browsing 
security gaps by introducing encryption between DNS-clients 
and DNS-resolvers. Protocol intends transmitting queries over 
common HTTPS protocol and works with its standard rules.   

As any new technology or protocol, DNS-over-HTTPS 
traditionally solves some problems and brings new ones. But 
one can be said for sure: it can become a new de-facto standard 
for DNS-resolving in the near future. 
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Abstract. The paper proposes a new approach to the 

intellectualization of information and communication systems 

vulnerabilities validation process during the active analysis of 

their security, the interconnection of the tasks of validating 

vulnerabilities, namely the tasks of verifying and confirming 

the possibility of implementing detected vulnerabilities 

through exploits and delivering the corresponding payload, 

with reinforcement learning is established. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Currently, one of the most common vectors of attack 
remains cyberattacks using software and hardware 
vulnerabilities. Their implementation is possible mainly 
through certain "operational" gaps that arise during the 
operation of information and communication systems as a 
result of administrative errors or untimely software updates or 
installation of additional patches, moreover, in the absence of a 
regular audit of information security, vulnerabilities may 
remain "uncovered" for years. Along with this, the threshold 
for entering the cybercriminal segment is reduced due to the 
automation of vulnerability exploitation tools, the availability 
of open databases, that are almost ready for use, exploits 
(Exploit Database, Inj3ct0r and others) and even entire exploit 
packs (Magnitude, Underminer, Purple Fox and others), which 
can easily be found and purchased on the darknet and conduct 
with them full-fledged cyberattacks on the infrastructure of 
target organizations. 

Under such conditions, the use of preventive security 
methods, including active security analysis, remains promising, 
allowing not only to identify vulnerabilities but also to validate 
them, i.e. to confirm that a particular vulnerability can be 
realized, thus establishing an actual level of information 
systems and networks security. 

To minimize the main drawbacks of active security 
analysis, namely, reducing the requirements for the 
qualification of experts and routine analysis itself, which is 
especially important for large networks such as corporate 
networks, where may be thousands of vulnerabilities, resort to 
automation and intellectualization of the validation process of 
found vulnerabilities. However, after analyzing these 
approaches [1-3] it should be noted that their effectiveness 
remains low, because: 

- automation occurs mainly due to the sequential 
verification of vulnerabilities by the means of exploitation, i.e. 
through sequential launching of all selected exploits, taking 
into account simple criteria (operating system family, service, 
exploit rank and others). At the same time, it should be noted 
that most of them do not work, which indicates that the 
decision to use the selected exploit is false; moreover, 

the implementation of an incorrectly selected exploit in general 
can lead to complete failure of the target system; 

- intellectualization is carried out through the use of 
classical methods of machine learning (training with and 
without a teacher), while leaving open the issue of obtaining 
quality data for training such systems. 

The most promising solution to these problems may be the 
use of the reinforcement learning. Since the reinforcement 
learning itself is used in cases the machine needs to correctly 
perform the tasks assigned to it in the external environment, 
having many possible options for action and the ability to 
interact with this environment in real time. 

II. PROBLEM SOLUTION AND RESULTS 

The reinforcement learning was developed in the works of 
R. Sutton and E. Barto [4] based on the theory of adaptive 
behavior developed by M.L. Tsetlin [5]. At the same time, it 
should be noted that in the method of reinforcement learning, 
concepts such as agent, environment, and reward are 
introduced, that directly describe the process of optimization of 
a certain task. The general scheme of the reinforcement 
learning process is shown in Fig. 1., which shows the 
interaction of the agent with the environment in discrete 
moments of time 0,1,2t T  , which are also called steps. The 

agent is some autonomous system, which has the ability to 
obtain information about the state of the environment 
(situation) and to affect through certain actions, which lead to 
changes in the situation. This means that the environment is an 
object or everything outside of the agent with what it interacts. 

 

 
Figure 1. The general scheme of the reinforcement learning 

process [4] 
 

At each time step t  the agent gets a certain view of the 

state of environment tS S , where S  – is the final set of all 

possible states, and on the basis of this view selects the action 

 t tA A S , where  tA S  – the finite set of actions that are 

available to the agent in the state tS . In the next step, as a 

result of its action, with the help of evaluative feedback, the 

agent receives numerical reinforcement 1tR R   , which 

can be both positive, 0tR   (reward), and negative, 0tR   

(penalty), on the basis of which it forms a certain idea about the 
optimality of the choice made and finds itself in a new 

state 1tS  .  
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Thus, the agent that is learning has no input data about the 
need to perform a specific, predetermined "correct" action at a 
certain stage, moreover, it is often assumed that it does not 
even have any initial idea of the properties of the environment 
with which it interacts. On the other hand, the agent is able to 
make its own decisions about the choice of an action, by trial 
and error, to obtain reinforcement values, evaluating the 
performed actions and gradually improving its knowledge 
about the environment with which it interacts. 

The main interconnection between the tasks of vulnerability 
validation, namely, the tasks of verification and confirmation of 
the possibility of implementing the discovered vulnerabilities 
through the use of exploits and delivery of the corresponding 
payload with the theory of reinforcement learning can be 
expressed as follows (Fig. 2):  

- the vulnerability exploitation (validation) tool ↔ the 
agent; 

- selected exploits of target information system 
vulnerabilities ↔ a set of action A ; 

- the validation tool chooses a vulnerability exploit and 
implements it ↔ the agent chooses and performs a certain 
action; 

- the validation tool received the result of an attempted 
operation by revoking the target system ↔ the agent received 
numerical reinforcement for the performed action. 

 

 
Figure 2. Relationship between the Vulnerability Validation 
tasks (left) and the Training task with Reinforcement (right) 

Thus, it follows from the above that during the intelligent 
validation of vulnerabilities, exploits are ordered and 
implemented. During this process, the validation tool chooses 
the next exploit from the list of available ones (i.e. theoretically 
corresponding to the target system) and, by default, tries to 
execute it, waiting for the response from the target system and 
numerical reinforcement for the selected exploit. Based on this, 
it evaluates the optimal decisions made to use a particular 
exploit. 

III. CONCLUSIONS 

The proposed approach to the intellectualization of the 
vulnerabilities validation process of information and 
communication systems based on the use of the reinforcement 
learning will optimize the sequence of exploitation of likely 
vulnerabilities of software and hardware platforms in the target 
system, as well as reduce the percentage of false decisions on 
the use of selected exploits. 
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Abstract. This article discusses the main components of information 

security systems and information security incident management. The 

methods of non-signature, as well as signature analysis of rules and 

decision-making that are used in such systems are considered. The 

analysis of existing methods of correlation rules. The main types of 

each method have been identified. 

Keywords: correlation, information security management, signature 

method, non-signature method, incident security, event security, 

SIEM. 

I. INTRODUCTION 

With an ever increasing amounts of information being 
processed in various information and communication systems 
in the first place come the availability of the tool with which it 
was possible to analyze events in real time. Because of the vast 
amounts of data to be processed is difficult to focus on the 
important aspects of information security company [6]. One 
solution is to use a Security information and event management 
system (SIEM) [1]. Base SIEM system is that data security 
incidents collected from various sources and the result of their 
treatment is given in a single report, which facilitates handling 
the incident and the decision to reduce the residual risk and 
losses [8]. The system SIEM consists of two segments - 
Segment Information Security Management (SIM), which is 
responsible for analyzing data to improve system efficiency 
and segment management of security incidents (SEM), with 
total media chooses the one with which incidents can be 
detected immediately [2].  

Today SIEM system is one of the most common tools of 
analysis of information security incidents, so essential to 
clearly and correctly determine the rules by which your system 
will determine which event is incident and which - the result of 
the normal operation of the system, process or user. This article 
will discuss and analyze the main types of correlation method 
in SIEM systems and identify the basic methods that may be 
optimal for use in the design phase of SIEM systems. 

II. CORRELATION OF EVENTS IN SIEM SYSTEMS 

An information security event is an identified case of 
system or network status that indicates a potential breach of 
information security policy or security failure, or a previously 
unknown situation that may be material to the security policy.  

An information security incident is a single event or a series 
of unwanted and unanticipated information security events that 
could result in business information being compromised and 
information security threats. 

SIEM is a software solution that collects and analyzes data 
from many sources. The SIEM system collects data from 
network devices, servers, network event logs, antivirus 
software, firewalls, and other information security incident 
management systems, such as Data Leak Prevention (DLP) and 
Intrusion Detection System/ Intrusion Prevention System 
(IDS/IPS) [3]. SIEM stores, normalizes, applies to data that 
will be obtained from sources in previous stages, analytics that 
help identify events and information security incidents. 

In practice, the circuit is implemented using the appropriate 
components[4]: 

1. Agents (collecting data from various sources); 
2. Collector servers (accumulation of information 

received from agents); 
3. Database server (information storage); 
4. Correlation Server (information analysis). 
Correlation methods are used to more effectively process 

data and identify events in the information and 
telecommunication system as incidents of information security. 

The correlation rules in SIEM systems are created using the 
following algorithm: 

1. The target for which correlation will be performed is 
selected. 

2. Information security events and conditions are selected. 
3. The sequence of events is adjusted. 
4. Specifies the time interval during which the event should 

occur. 
5. A new rule is established. 
There are two types of correlation methods in SIEM. The 

first type includes methods called signatures. These methods 
can be adjusted by the system user. The second type includes 
non-signatures, that is, those that independently detect security 
incidents and ensure their fixation and processing, which is 
used in most SIEMs. 

There are many non-signature analysis methods. Usually 
the following methods are used in practice [6]: 

1. Statistical - a method that essentially uses measurements 
of two or more variables and defines a statistical relationship 
between them. 

2. A rule-based or template-based method is a method used 
to determine the cause-and-effect relationship of a rule that has 
been previously defined by administrators. 

3. Graph-based method - correlation is performed by 
finding the dependence between the network components and 
plotting it as a graph. If component dependency was found, 
then the graph is used to find the events that caused this 
information security incident. 

4. Neural Network Based Method - Correlation occurs by 
teaching neural networks to distinguish between information 
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security events and incidents and to perform certain actions that 
should minimize or even eliminate the risks to the system. 

5. Codebook-based Method - Correlation occurs using 
vectors that fit from a predefined event matrix. 

Despite the variety of non-signature methods, there is no 
way to overcome their major drawback. As non-signature 
correlation methods are developed and implemented by SIEM 
system vendors, the end-user is unable to make changes to their 
implementation, leading to a greater shift away from non-
signature methods toward signature ones. 

Signature methods are more flexible and effective for use in 
modern software implementations than non-signature methods 
[4]. The following notation is introduced to explain the 
operation of the signature methods: 

1. P - problem, incident. 
2. C - cause. 
3. S - symptom. 
An outline diagram of incident detection is shown in Fig. 1. 
 

  
 

Figure 1. Diagram of information security incident detection 
 
Signature methods are based on determining the criticality 

of an incident. There are two methods of determining it - 
quantitative and probabilistic. The quantitative method takes 
into account the number of symptom-cause-problem 
relationships. In the probabilistic method, each link is exposed 
to the likelihood of this symptom. Based on the sum of the 
corresponding probabilities, the criticality of the incident is 
exhibited [6]. 

The idea behind the signature method is to find matches 
with predefined correlation rules, each designed to identify and 
counteract a particular information security event, but several 
different rules can be triggered for each information security 
incident. 

The rule includes a trigger that has a condition, a counter, 
and scenarios that describe the system's response to an 
information security incident. 

The counter is used to calculate matches according to the 
same correlation rule. The trigger is waiting for one of the 
conditions to be enforced to enforce one of the predefined 
rules. And after a certain period of time (resetting the session), 
the trigger returns to zero until the next condition. 

III. CONCLUSION 

Thus, the analysis identified the main methods that can be 
used to correlate rules in SIEM systems, which in turn allow 
for a more accurate and effective analysis and counteraction to 
information security incidents that occur in information and 
telecommunication systems and can lead to significant system 
damage. 

It has also been identified that the use of SIEM systems 
results in reduced response time to information security 
incidents and consequently lowers the economic costs that an 
individual business or government may incur. All that has been 
said, leads to the fact that the use of SIEM systems with 
signature methods of defining correlation rules and responding 
to them, increases the controllability of information security 
systems. 
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Abstract. Based on the electromagnetic field theory and the 

Maxwell equations, the paper describes the physical content 

and the way of the compromising emanations propagation into 

the far zone. This allows finding the dependence and methods 

of influence on of the test signal parameters, which represents 

a plurality of electrical impulses, with the change in the field 

strength at the point of conducting reconnaissance at the input 

of the receiving antenna, namely, in the distant zone of the 

technical channel of information leakage at the expense of 

compromising emanations. The main attention is paid to the 

Monte-Carlo statistical test method, which is used to generate 

parameters of videotract signals, which determine its shape in 

the distant zone. Applying the Monte Carlo method for 

generating values and will allow reasonably to formulate the 

realization of random parameters of videotract signals for 

their correct use during the estimation of compromising 

emanations level and development of measures protection. 

Keywords: compromising emanations, technical protection of 

information, information leakage, statistical test method, 

distant zone, Monte Carlo method. 

I. INTRODUCTION AND PROBLEM STATEMENT 

The most dangerous mode of the personal computer 
operation, in terms of information leakage, is the mode of the 
image playback on the monitor screen. This is due to the 
principle of the video adapter work, which consists of 
specialized circuits for generating electrical signals for 
controlling the hardware part of the image playback. The main 
element, which generates a powerful compromising emanations 
signal, is an electrical circuit, the equivalent of which is the 
frame with electric current. Physical processes and phenomena, 
that occur in it, are described by the corresponding Maxwell 
equations [1]. 

For the development of effective protection means from 
information leakage through technical channels at the expense 
of compromising emanations it is extremely important to 
quantify the compromising emanations level of hazardous 
signals. Referring to the normative and technical document 
«TP EOT-95», the values of the indicator of information 
leakage through technical channels at the expense of 
compromising emanations are absolute values (at the boundary 
of the controlled zone) of the intensity of the electric and/or 
magnetic field. It is advisable to estimate the reconnaissance 
range precisely in a far zone, because the distance, to which 
electromagnetic waves propagate, can reach tens of meters, and 
a potential reconnaissance device can be situated exactly within 
the far zone. 

Typically, the intensity of the electric and magnetic field is 
determined experimentally with the help of measuring 

equipment, or experimentally-analytically with the use of 
control equipment. Since these methods have a number of 
significant drawbacks, the purpose of the work is to develop 
precisely an analytical estimation methodology of the 
compromising emanations level of the test signal harmonics of 
a personal electronic computer videotract. 

II. THE ESTIMATION OF COMPROMISING EMANATIONS 

LEVEL USING MONTE-CARLO METHOD 

In the practice of information technical protection, 
compromising emanations studies are explored on the basis of 
test signals. As test signals in most cases a signal of the type 
"meander" is chosen, that is, the sequence of regular signals 
"pixel black/pixel white" (fig. 1). 

The defining parameters of the test signal are pulse 
amplitude A, pulse length at half-amplitude level (fig. 1). 

 

Figure 1. Signal of the type "meander" 

In the previous paper [5], the way of determining the 
spectrum of a single pixel formation signal with the above 
characteristics is described. The method is based on the 
properties of the relations between the time and frequency 
characteristics of the signals during differentiation, integration, 
time shifting, scaling, based on the properties of Fourier 
transformations. 

As a result of previous studies [6], it was found that in the 
distant zone, at the antenna input of the receiver, the shape of 
the explored compromising emanations signal is determined by 
the form of a second derivative from the form of the output 
electric current in the electric circuit circle of the video signal 
emitter in the form of the frame with electric current. In 
addition, the characteristic feature of the signals circulating in 
the real electrical circuits of the computer equipment, is the 
presence of such parameters as:   is the length of the smooth 

transition of the signal between the linear parts (between the 
stationary value and the linear variable, and vice versa);   is 
the length of the approximation of the linear component of the 
pulse front (growth/decrease of the signal from 0 to A), which 
determine the shape of the signal. Moreover, there is an 
insignificant difference between smooth transitions bottom and 
top of pulses. The difference is due to the mechanism of their 
formation, namely the cutoff mode or the saturation regime, 
which are characteristic for the transistor operation of the 
pulsed circuits. The presence of the above parameters reduces 
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the radiation level of the signal at high frequencies [7]. This 
allows to minimize the compromising emanations level, thus 
providing the necessary level of information security. In turn, 
the pressing question remains the finding of the influence 
method on the values   and   during the signal formation in 

the electrical circuit. 

Since it is not always possible to determine the magnitude 
of the intensity of the electric field E, or its value is not 
accurate, the only correct approach for estimating technical 
protection of information is probabilistic. Its essence is to 
represent the desired quantities in the form of a range of values, 
that satisfy certain requirements. 

The Monte Carlo method allows to solve probabilistic 
problems by statistical methods. The theory of this method 
indicates how to choose random values for calculations and 
how to evaluate the obtained results. The method is based on 
multiple runs (random implementations), based on the 
constructed model with the subsequent statistical data 
processing in order to determine the numerical characteristics 
of the object under study (process) in the form of its 
parameter’s statistical estimates. 

The imitation modeling by the Monte Carlo method allows 
to construct a mathematical model with uncertain parameters, 
and, knowing their probabilistic distributions, as well as the 
relationship between the change of parameters (correlation), 
obtain the distribution of the investigated function. 
Probabilistic distribution regulates the probability of choosing 
values from a certain interval. Within the model of the 
probabilistic risk analysis model, a large number of iterations 
are conducted to determine how a productive indicator behaves 
(within what range it fluctuates, what distribution) in the case 
of substitution of a variable in a model according to a given 
distribution. 

For this, in the first place, it is necessary to model a sample 
of values   and  , using Monte Carlo method within the 

specified limits. The distribution of values during the modeling 
is uniform, which ensures their greatest uncertainty. It is 
important to take into account some limitations associated with 
physical processes occurring in the computer equipment:  

 ≤≤0  .  (1) 

Except the obvious inequalities (1), it is necessary to ensure 
the inequality implementation (2), which rejects such distortion 
of the simulated video pulses, that reduce their amplitude. 

 ≤ .   (2) 
Generating of random values is carried out according to 

formulas (3) and is checked for compliance with restrictions (1) 
and (2). 











),minmax(2min

),min(1min




 (3) 

where min  is the value of the length of the 

approximation of the linear component of the pulse front, it is 
determined by the characteristics of the semiconductor 
components of the electronic circuit videotract; 

min  is the minimum value of the length of smooth 

transitions in the pulse, it is determined by the parasitic 
reactivity components of the electronic circuit videotract; 

1 , 2  are the corresponding random variables values 

within 0-1. 

Based on the foregoing, taking into account (3), the value 
  and   should be situated in the selected region (fig. 2). 

 

Figure 2. The region of values   and   

III. CONCLUSIONS 

As a result of the analysis, it was proposed the analytical 
estimation methodology of the compromising emanations level 
of the test signal harmonics of a personal electronic computer 
videotract. The described methodology has a number of 
advantages over the existing experimental ones. The obtained 
approach avoids obligatory activation of the computer 
equipment for the estimation of the information leakage 
technical channel, which makes it possible to scan 
compromising emanations before it is used. In addition, it is 
possible to assess the intelligence accessibility of computer 
equipment before it is manufactured. 

Further researches will be will be dedicated to the 

substantiation of certain values   and   to optimize the 
spectrum of harmonics in a given frequency band in 
accordance with the standards of protection. 
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Abstract. The presented work is devoted to the problems of 

hardware tabs and methods for their elimination using agent 

modeling. The work is based on the principles of building 

hardware and software systems using separate technologies of 

the Internet of things. Both software and hardware 

technologies are used in the work, which are combined among 

themselves with the help of intelligent agents acting as 

intermediaries, eliminators, keepers and models of software 

and hardware. 

Keywords: hardware trojans, agent modeling, intelligent 
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I. INTRODUCTION AND PROBLEM STATEMENT 

In recent years, new potential security threats in the field of 
electronics and programming based on hardware – the so-
called hardware tabs or hardware Trojans, which represent a 
deliberate malicious modification of electronic circuits or 
structures, which leads to improper functioning of the 
electronic device. Being quite similar to a software tab, the 
hardware tab is a “black input” into the electronic device. This 
hardware Trojan has another additional advantage: it is always 
present at low levels of information processing, leading to 

conservation threats of failure or deviation from the normal 
operation of the system throughout the lifecycle of an 
electronic device, and the problem cannot be avoided by any 
software or hardware protection. 

The range of hardware tabs (their capacities, sizes, 
operation mechanisms, power consumption) is huge, which 
together with the growing complexity of integrated circuits, 
both at the physical and functional levels provide ample 

opportunities for attackers to conceal hardware Trojans. 
Concerns about this hardware security issue are being 
expressed around the world, and it is believed that even more 
sophisticated and dangerous hardware tabs will be revealed in 
the foreseeable future [2, 5]. 

The purpose of the study is to model the behavior of 
hardware tabs and create means to eliminate and to detect them 
using agent-based modeling. 

II. PROBLEM SOLUTION AND RESULTS 

Using preventive approaches of warning and modern 
methods of detection of hardware tabs (the so-called hardware 
Trojans) does not give full guarantee that the manufactured 
software-hardware system is deprived of them [1]. As security 
threats are a large class and have a considerable number of 
states for the placement of hardware tabs, this has raised the 
issue of ensuring the safe operation of software-hardware 
systems with “infected” components, as well as the issue of 
correct prevention of activation of the Trojans. The very 
approach would allow using the equipment without paying 
attention to possible embedded Trojans. The experimentally 
studied and tested mechanisms of countermeasures [3] can be 
divided into two main groups (Fig. 1). 

The first group of the mechanisms (including the processor 

commands) provides for preventing activation of the hardware 
Trojan and/or blocking the direct access of the Trojan 
equipment to any vulnerable data. The security device can 
control the sample data stored or transmitted within or between 
software and hardware systems of logic modules, blocking the 
mechanism by which the Trojan communicates with the data 
[2]. 

 
Figure 1. Classification of countermeasure mechanisms 
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The purpose of the intelligent agent in this group of 
methods is to monitor and adjust sample data to gather 
information about the behavior of individual logical 
components and send messages to the user about the “strange” 
behavior of the software and hardware system, or just send a 
list of problems caused by malfunction of logic module. To 
avoid getting a Trojan tab of the activation code there is 
another intelligent agent which holds scrambling the 

information channel [6-8]. Scrambling is used for processing 
data blocks that are not involved in the calculations. The 
principle of the agent is to encrypt selected data in a short time. 

The second group is based on replication, fragmentation, 
and majority sampling strategies. This method is effective to 
protect against the DoS-attacks. The role of the intelligent 
agent in this method is to prevent the DoS-attacks by setting 
redundancy elements working in the project. Logic elements 
are subset into small pieces with little information. The 
intelligent agent or group of agents can be used as a data as a 
repository or their handler [3, 4, 5]. Accordingly, the data are 
grouped as fragments for storage and fragments for processing. 
At the same time there takes place a replication of selected 
pieces to ensure system reliability. 

It is important to note that all the existing approaches to 
identify hardware tabs have its own unique features, but at the 
same time, there are some limitations. There is no method 
capable of detecting any class of malicious modifications with 
a high degree of certainty. The best way to improve the 
reliability of tests is to use the set of different ways to detect 
malicious software implementations and to provide 
comprehensive protection [1, 2, 4]. 

Hardware tab detection methods are divided into non-
destructive and destructive ones. When destructive methods are 
used, the integrated circuits are demetallized to extract a layer-
by-layer image of the chip using a scanning electron 
microscope. 

Non-destructive methods can be divided into the system 
monitoring and testing prior to the system startup. In turn, the 
testing prior to the system startup includes two categories: the 
functional testing and the third-party channel analysis. 

The system monitoring during its work is performed during 
critical calculations to detect specific harmful behavior that 
may occur during long-hour work. For example, a tab used to 
collect confidential information through wireless channels can 
cause large power surges during downtime.  

Only non-destructive methods were considered in the 
article as they relate to both software and hardware. The 
intelligent agents involved in these methods performed work of 
“smart” observers (while monitoring the system performance, 
the intelligent agents observed the behavior of intentionally 
implemented hardware Trojan, making records stored on 
Google Drive, and sending work reports to the user), and work 
of “blockers” (i.e. they programmatically disabled the element 
that was affected by the Trojan). 

During the testing prior to the system startup, the intelligent 
agents were involved in the functional testing. There, they 

performed the functions of the test elements that provided the 
loading. For example, in the course of the operation of a 
regular keyboard spy, the intelligent agent introduced by the 
hardware-software way simulated work with the keyboard, 
using it completely, during 6 hours.  

Fig. 2 shows the fragment of code that is responsible for the 
operation of the keylogger. The result of this test was that a 
purposely created keylogger had run out of memory, and 

strange messages indicating the location of the problematic 
component (the component was introduced into the system 
registry) began to arrive at the message center in the software 
that was created to manage the intelligent agents). 

III. CONCLUSIONS 

Since there is no solution that can provide comprehensive 
protection to the whole range of threats and mechanisms of 
activating hardware Trojans during hardware and software 
systems working, the combination of the existing classical 
methods (such as monitoring work of the system and functional 
testing) with the related fields (IoT, Cloud technology, machine 
learning) and new methods gives the highest efficiency. Using 
a combination of the methods presented can cover a wider area 
to detect and eliminate hardware threats. The latest 
technologies will allow not only conducting analysis by the 
standard tools in the usual places of damage, but will also be 
able to help detect hidden hardware tabs and create new 
methods for their elimination. 
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Figure 2. An example of shielding links used during keylogger 
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Annotation. Attacks on personal data everyday become 

popular among hackers. Bluetooth is a kind of wireless 

network for file sharing between two devices, characterized by 

low cost, power, complexity and reliability, is a vulnerability 

to security protocols as well as user privacy. The purpose of 

the article is to analyze the shortcomings of Bluetooth 

security. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

In today's technical world, devices with Bluetooth 
technology are becoming increasingly popular. Users of 
gadgets and home appliances transmit a large flow of 
information every day. The more important and more 
confidential data, the greater threat of being intercepted by 
criminals. 

Since the establishment of Bluetooth technology, many 
versions and bug fixes have been improved, but at the same 
time virus programs too. Bluetooth was developed as a cable 
replacement technology. This is a short-range radio intended 
for connecting portable electronic devices. There is a three-tier 
security control when transmitting data [1], but each system has 
its disadvantages. There are many applications, subroutines to 
control connection, such as[2]: MAC  spoofing, Cabir Worm, 
BlueJacking, BlueSmack, BlueSnarfing, BlueBugging, 
Blueprinting, Blueover, BlueBorne, Fuzzing Attacks, 
Reflection attack, Backdoor attack, Denial of Service, Man-in-
the-Middle/Impersonation Attack, War Nibbling, as well as 

distributions such as, Kali Linux, or a flash drive - MultiBlue 
Dongle. But one of the most active attacks that affect basically 
all devices - KNOB Attacks - is the topic of this article. 

II. PROBLEM SOLUTION AND RESULTS 

KNOB - Key Negotiation of Bluetooth[3]. The attack is 
possible due to the shortcomings in the Bluetooth specification 
that acts on the BR / EDR encryption key negotiation protocol. 
The attack allows a third party, without knowing the 
communication key or encryption keys, to force victims to 
match the encryption key only in 8 bits. The attack is hidden 
because the matching of the encryption key is transparent to 
Bluetooth users. As a result, the attacker completely breaches 
the security of Bluetooth BR / EDR by having access to 
personal data without being detected. Potential consequences 
may include charges for expensive calls, theft of sensitive 
information or malware downloads, full control of a connected 
"smart home" and tracking of user actions in online banking, 
keystrokes when transferring data between the wireless 
keyboard and the computer [4].  

It was first discovered in 2018 by researchers at Singapore 
University of Technology and Design, as well as Oxford 
University's Computer Science Department, as a potential 
threat to users of any OS. Leading Bluetooth technology 
researchers was eliminating architectural vulnerabilities 
throughout the year. "We conducted KNOB attacks on more 
than 17 unique Bluetooth chips (attacking 24 different devices). 
… We were able to test the chips from Broadcom, Qualcomm, 
Apple, Intel and Chicony”, says D. Antonioli (Singaporean 
University of Technology and Design) [5]. The study 
implemented the decryption of a file that is transmitted through 
an authenticated and encrypted Bluetooth connection at the link 
layer. A key with 1 byte of entropy leads to low costs, allowing 
the attacker to decrypt all encrypted text and enter other 
encrypted text even in real time. So, as a result, additional logic 
was plugged into the script to iterate over different CLK values 
(packets & clock metrics) and offset the E0 key stream. This 
basic logic only goes through the space of the encryption keys - 
256 iterations [3]. Updated version Bluetooth 5.1 was 
introduced at the end of 2019, and all devices after 2018 that 
support this extension are safe. 

III. CONCLUSIONS 

The article deals with the dangers of Bluetooth encryption 
key negotiation protocol, which at first glance cannot pose such 
a threat, for example, when using headphones. This 
vulnerability has been skillfully identified and explored.  

Developing upgraded versions of wireless communications 
has overcome data encryption gaps and security of use. The 
needs to analyze the technology, constantly study it, test it and 
improve it, are important factors for maintaining the privacy of 
users and, most importantly, their data. 
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Abstract. The growing vulnerability of each individual in a 

progressive information and communication society is 

undeniable. Thus, on the part of the state, as well as the owner 

of the information to be protected, it is necessary to create 

new mechanisms that meet the modern requirements of 

individual protection of each subject of the system in 

information and cyberspace. This paper presents an effective 

method for calculating information and cybersecurity cost 

optimization. The class of societal attacks, which are identified 

as the most dangerous ones, is considered.  

Keywords: information and cybersecurity; cost optimization; 

social engineering. 

I. INTRODUCTION AND PROBLEM STATEMENT  

The significant development of progressive information 
technologies, combined with the communicative capabilities of 
the global digital "world", creates a number of grounds for 
regulating the security of these processes at the national and 
global level. The state information policy of Ukraine calls for 
new approaches to address information and cybersecurity 
issues, which is today the main component of national security 
and defense of the state [1]. 

The growing vulnerability of each individual in a 
progressive information and communication society is 
undeniable. Thus, on the part of the state, as well as the owner 
of the information to be protected, it is necessary to create new 
mechanisms that meet the modern requirements of individual 
protection of each subject of the system in information and 
cyberspace. 

To date, the question of choosing the optimality criterion, 
taking into account the most dangerous class of attacks and a 
pessimistic strategy in modeling the process of optimization of 
information and cybersecurity costs, remains unresolved. Also, 
expert judgment is not taken into account when carrying out an 
information operation in terms of a measure of uncertainty that 
contains uncertainty. 

The purpose of the work is to develop a method for 
optimizing information and cybersecurity costs. Identify the 
most dangerous class of information and cyber security attacks. 
Using subjective logic theory to account for uncertainty in 
estimates of possible costs by information and cybersecurity 
experts.  

II. PROBLEM SOLUTION AND RESULTS 

Formulation of the problem. To date, the question of 
choosing the optimality criterion, taking into account the most 
dangerous class of attacks and a pessimistic strategy in 

modeling the process of optimization of information and 
cybersecurity costs, remains unresolved. Also, expert judgment 
is not taken into account when carrying out an information 
operation in terms of a measure of uncertainty that contains 
uncertainty. Currently, there are several criteria for modeling 
the information operation process for the best possible 
pessimistic strategy: Laplace, Valda, Hurwitz, Bayes-Laplace 
and Sevid [2]. Using the priority of the choice of the decision 
in the absence of sufficiently complete information about the 
state of the system, in order to prevent excessively large losses, 
which can lead to the wrong decision, the criterion of the 
optimality of Sevid was chosen, which fully meets the 
requirements [3]. Using Sevid's optimality criterion, we 
propose a specific algorithm to solve the problem of 
information and cyber security minimization and introduce the 
following values: for the protection side, the Boolean variable 

  Mх jj  ,1,0   where  mM ...2,1  multiple indices of 

remedies; 1jх  if sj   protection will be used to protect 

against potential threats; 0jх  if sj   no remedy will apply. 

Then X


 - the vector of boolean variables jх ;for the attack side, 

the boolean variable   Nх ji  ,1,0   where  nN ...2,1   set 

of indices of means of attack; 1iy , if the party to the attack 

applies si   a means of attack; 0iy  if the attack is not 

applied si   a means of attack. Then Y  – vector Boolean 

variables iy . )(max yV  – the maximum possible damage from the 

implementation of attacks without the use of remedies for the 
defense party; ),( YXVbiasted

 – damages to the defense party in the 

event of a biased application of its protective equipment; 
IV  – 

average losses from impartiality si   threats; ijP  - probability 

to prevent si   the threat from the attack. 

The essence of the algorithm is to solve the problem with 
Boolean programming, so a guaranteed result is achieved in 
terms of damage from attacks by defense. The algorithm that 
allows solving problems in Boolean programming corresponds 
to the method of implicit search on a vector lattice by the rule 
"1 dominates 0" [2]. Maximum cost optimization by a given 
criterion is achieved by introducing the following restrictions, 
when real losses for the protection side can be represented in 
the form [2]: 
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The defense side tries to minimize these losses and 
maximizes the attack side, meaning we have a zero sum game. 

Since the choice of remedies solves the problem of 
minimizing the potential damage from attacks by the attacker, 
the Sevid criterion is transformed into a minimum risk 
criterion: 

 

)],(),([max

maxmin

YXVYXadmiss.

admiss.admiss.

X

yYxX








,              (2) 

 
The given formulation of the mathematical model of 

antagonistic play is considered in a separate example. Given 
that more than 70 percent of all information security breaches 
are due to the “human factor”, social engineering capabilities 
are widely used to obtain information about the attack object 
needed to provide NMS to the cybersecurity system. The main 
threats of social engineering from undesirable leakage of 
information according to statistics from [4], possible losses for 
the period of eight months and the conditional costs of the 
male-male attackers to carry out appropriate attacks during this 
period, are given in Table. 1. 

 
Table 1. Losses from socio-technical attacks and the cost of 

their implementation 

№ Threats 

Damage from 

unbiased actions, 
thousand UAH 

Cost of realization 
of threat of 

attacker, thousand 

UAH 

1 Email 600 120 

2 Telephone connection 300 60 

3 Trash analysis 50 12 

4 Personal approach 40 10 

5 
Reversing social 
engineering 

140 16 

IV.  

Email threats are effective in spreading phishing messages 
with destructive information content. Damage data depend to a 
large extent on the specific activity of the attacked object and is 
therefore arbitrary given that, in the case of unbiased defense 
actions, the costs of the defenders' side significantly exceed the 
costs of the attacker's side [2]. 

Table 2 shows the methods of protection against threats, 
which are given by their numbers in accordance with table. 1, 
the cost of their implementation and the likelihood of threat 
prevention in the span of eight months. 

 
Table 2. Methods for protection against security threats, the 

cost of their implementation and the likelihood of preventing 
threats in the span of eight months 

№ 
Methods of 
protection 

Cost of 
impleme

ntation, 

thousand 
UAH. 

Probability of threat prevention 

Threat numbers (Table 1) 

1 2 3 4 5 

1 Legislative 20 0,1 0,1 0,2 0,5 0,1 

2 Morally ethical 27 0,6 0,5 0,2 0,3 0,4 

3 
Organizational 

and administrative 
20 0,7 0,6 0,0 0,0 

 
0,3 

 

4 
Organizational 
and technical 

17 0,6 0,5 0,1 0,0 0,3 

5 Informational 25 0,7 0,6 0,4 0,3 0,4 

6 
Organizational 

and economic 
30 0,1 0,1 0,5 0,4 0,1 

7 
Engineering and 
technical 

32 0,1 0,1 0,5 0,2 0,1 

 

The approximate prices are given in Table. 2 define the 
security system configuration for the information system, 
taking into account their functional features [2]. Taking into 
account the initial data table. 1 and 2, and using the Boolean 
programming algorithm, we obtain solutions for the security 

side 0,0,1,1,1,1,0X  and for the attack side 1,0,0,1,1Y . 

This means that the selected methods of protection by the 
numbers 2,3,4,5 from the table. 2 and attack methods 1,2,5 
from table. 1. The solution of the problem is optimal for the 
defense side, as in the case of biased defense action it is 
possible to reduce by 2.2 times the expenses (89 thousand 
UAH) compared to the expenses of the attacker (196 thousand 
UAH) and with high probability to eliminate all possible 
threats to social engineering. Analysis shows that email is the 
most vulnerable to the user. 

For greater visibility of the obtained results, we will plot 

graphically the protection costs in the case of impartiality ciP.  

and prejudices cpP .  measures according to the attacker's 

expenses .aP .For convenience, we plot graphs in the coordinate 

system of decimal logarithms );lg( ... cpci PP and .lg aP  and are 

presented in Fig. 1. 
 

 

Figure 1. Loss dependency graphs ... , cpci PP
 from social 

attacks .aP
: 1 – case of impartiality ciP. 2 – prejudices cpP .  

 

Graph 1 shows a significant increase in costs ciP.  in the 
case of unbiased actions of the defender when the cost of the 

attacker increases .aP
. Graph 2 shows a significant reduction 

in costs ..cpP
 in the case of a biased application by the party  

of protection of the appropriate methods of protection (by 
numbers 1 - 7) according to the expenses in the unbiased 

actions of the defender ciP. . Graphical dependence 2 
corresponds to the optimal choice of methods of protection 
against social attacks. 

For the right choice of optimal methods of protecting 
information with minimal cost, it is important to have a 
preliminary expert assessment of the possible risks in the 
conditions of certain uncertainty. Using Sevid's criterion, we 
construct a "risk matrix" for the above problem in order to 
make a decision that provides the minimum maximum risk 
value: 
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To the right of the "risk matrix" is the maximum risk 

column for each strategy iA . Risk minimization is achieved 

when choosing a strategy 5A : 60 thousand UAH e-mail attacks. 

The assessment of potential threats by information and 
cybersecurity professionals causes some uncertainty or 
uncertainty. The subjective logic theory (SL), developed by the 
Norwegian scientist A. Josang (Audum Jodsng), serves as an 
analytical description of such situations [5]. The centrality of 
subjective logic is the operation of three parameters. These 
parameters characterize the degree of trust (b), distrust (d), and 
uncertainty (u), provided that the true statement is arbitrary. 
The ability of SL theory to account for the uncertainty in the 
estimation of the possible costs by the defender, the possibility 
of interpreting its parameters, the presence of operators 
evaluating experts, makes it expedient to use it as an analytical 
apparatus. In this case, uncertainty is seen as filling the 
“vacuum” between trust and distrust. This situation can be 
mathematically expressed by the relation [5]: 

 

]1,0[},,{

;1





udb

udb
,                                  (4) 

 

One of the common tasks for information and cybersecurity 
is to determine the security of security features. To calculate a 
generalized opinion about the reliability of security remedies, it 
is necessary to use operators, the result of which is an opinion 
that confirms: 

a) the belief in the simultaneous truth of the assertions 
concerning the reliability of all elements of protection; 

b) the belief that one or more of the assertions regarding the 
reliability of the security features are true. 

The following requirements are met by operators: 
a) conjunctions of assertions; 
b) the disjunction of assertions. 
According to current views on information and 

cybersecurity, information and cyber security risk analysis is an 
integral part of information and cyber security activities. 

At risk we will understand the product of the probability of 
carrying out the risk and the cash equivalent of the loss from 
the side of protection from its realization 

To calculate subjective likelihood of risk, we use the 
statement conjunction operator, which is equivalent to the 
product of the likelihood of statements, if the opinions are 
dogmatic. The result of a conjunction operation is an opinion 
that is calculated on the basis of opinion A

XW  and 
YW  some 

expert judgment A  on the truth of the two statements X and Y  
and signifies a simultaneous belief in the truth of both 
statements. 

The method of optimizing information and cybersecurity 
costs consists of the above advanced algorithm, as well as 
taking into account elements of subjective logic theory. In 
addition, subjective logic operates with a vector of thoughts 

that can be represented as a vector  },,,{ ppppp audbW  . 

Vectors of thought are considered individually and necessarily 
belong to someone and belong to something. subjective logic 
operators are used to calculate the vectors of thought 
corresponding to expert judgment. 

III. CONCLUSIONS  

The method of optimization of information and 
cybersecurity costs is presented. The example of consideration 
of the attacker's socio-technical attacks shows the results of the 
defense party's cost calculations in the case of unbiased and 
biased actions. The use of Sevid's optimality criterion allows to 
set the minimum and maximum risks of monetary protection 
costs. E-mail has been shown to be the most vulnerable 
element in socio-technical attacks. Since in most cases, the 
interaction between the defense and the assault side takes place 
under uncertainty, expert attention is based on the theory based 
on subjective logic. 
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Abstract. The work is devoted to searching the promising 

directions of developing the information systems for detecting 

the propaganda texts in order to increase the reliability of 

their functioning in the context of information confrontation 

and to ensure national security. As a result of researching the 

existing models and information systems for detecting the 

signs of psycholinguistic influence and propaganda, a 

promising direction of their development was found, which 

consists in applying the texts' automated classification. Based 

on the comparative analysis of information systems for 

morphological analysis in text categorization with the system 

for defining the morphological-syntactic and semantic 

category of the propagandist's psycholinguistic portrait, the 

perspective ways of developing the information systems for 

detecting the propaganda texts are determined. 

Keywords: psycholinguistic influence, propaganda detection, 

automated texts' classification, semantic category, quantum-

semantic study. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Today, more and more states are united in a single 

information space. In addition to the positive features, such as 

free experience exchange, quicker response in business, 

economics or politics, this phenomenon leads to introducing 

the concept of information warfare. Ukraine is also involved in 

information warfare, and based on [1], as no one else needs 

reliable tools to protect and counteract the usage of information 

weapons. The article also states that one of the means for 

conducting information war is purposeful informational 

influence on the population. It can be said for sure that this type 

of information weapon is one of the most dangerous. However, 

as noted in [2] there are subspecies of psychological weapons, 

such as information-psychological, linguistic, psychotronic, 

psychophysical, psychotropic and somatopsychological 

weapons. All types of informational-psychological weapons 

except the linguistic one are not difficult to detect due to the 

aggressiveness of the action and the inability to implement 

certain types in the information space. So, linguistic weapon is 

definitely the most dangerous. 

There are modern information systems for detecting signs 

of information-psychological manipulation, based on models 

[3-4], which use different approaches to detect the influence on 

consciousness. However, even promotional text will have the 

following characteristics, but the real danger is the propaganda 

text. There are automated information systems for propaganda 

detection in textual data based on the transfer learning 

approach [5], or on the methods of propagandist's identification 

in the social network [6]. But a study of information systems 

for propaganda detection in textual data has shown that the 

mentioned above methods and information systems for 

propaganda detection are aimed at investigating the offender's 

behavior, identifying signs of misinformation, etc., and this is 

not sufficient for conducting a deep investigation of well-

hidden propaganda that affects consciousness. Although all 

systems agree on a common approach which is in automated 

text analysis. 

Therefore, there is a need to explore promising areas for the 

further development of existing information systems for 

detecting propaganda texts and, as a consequence, a need to 

develop approaches for their effectiveness and reliability 

improvement, in context of increasing danger from the 

information warfare and the national security providing as a 

whole. 

II. PROBLEM SOLUTION AND RESULTS 

Improving the reliability of propaganda detection 

information systems is possible by improving the efficiency of 

automated text analysis. Since only semantic analysis can 

determine the hidden meaning and its perception by the target 

audience, research should be directed to a more comprehensive 

concept of automated textual analysis, namely, automated text 

classification [7], which includes automated morphological or 

semantic analysis of textual information, as well as the 

syntactic and emotional analysis used in the mentioned models 

and systems of detecting the propaganda. 

In addition, the article [7] presents the experimental 

analysis results of various automated information systems for 

classifying texts which are based on diverse approaches to the 

terms' detection and classification, including English terms. 

However, the task of identifying the propaganda has its own 

specificity, which requires special look on analyzing the text. 

Particular attention is paid to known morphological analysis 

algorithms and the results are presented.  

In turn, in [8] it was carried out the work on the use of 

quantum-semantic research in the text's formation or 

modification according to propagandist's individual semantic 

function. At the same time, the morphological-syntactic and 

semantic category of the propagandist's psycholinguistic 

portrait is considered. 

In the course of the comparative experiment, an automated 

information system for determining the coordinates of the 

semantic particle was implemented and the results of the 

morphological analyzer functioning when automatically 

classifying the texts were compared with the study results of 

the morphological-syntactic and semantic category of the 

propagandist’s psycholinguistic portrait. The experiment was 

based on a set of 50 texts with signs of psycholinguistic 

influence written by different authors. Special elements of 

information propaganda were added in 30% of the texts 

manually using the most common methods of both explicit and 
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covert propaganda. The results of the comparison are shown in 

the table 1. 
 

Table 1. The characteristics of morphological analysis in text 
categorization compared with the morphological-syntactic and 

semantic category definition 
Characteristi

cs 

Morph. analysis (in 

categorization) 

Morphological-

syntactic category 

Semantic 

category 

Transaction 
time (sec) 

0,5-3 2-5 15-45 

Text size 

(thousands 
of 

characters) 

1 5 1 5 1 5 

Number of 
tests 

15 50 15 50 15 50 15 50 50 50 

Accuracy of 

propaganda 

definition 

23 % 20 % 31 % 29 % 48 % 45 % 64 % 61 % 79 % 87 % 

 

The analysis has shown that categorization by 

morphological units is not accurate. However, there was no 

detected efficiency increase caused by changing the specific 

morphological analysis algorithm or by the experiments' 

number. The main difference is in the fundamental approach to 

text analysis and in the direction of the further research. 

Improvement of accuracy is possible on the basis of analyzing 

the semantic category, especially in the context of considering 

the propagandist’s psycholinguistic portrait. 

Thus, based on the experiment results, it is possible to note 

the following perspective ways of developing the information 

systems for detecting the propaganda texts, which are 

considered to be able to improve the reliability and efficiency 

of the automated process of information propaganda detection. 

1. Conducting semantic research to provide a process of 

deep analysis and to increase accuracy in the automated 

categorization of propaganda texts, taking into account the 

types of propaganda activities. 

2. The automated morphological analysis algorithms 

adaptation for taking into account the features of the 

propagandist's psycholinguistic portrait, as well as the text's 

propaganda discourse and the offender's psycho-emotional 

characteristics. 

3. The quantum-semantic analysis usage for taking into 

account the quantum nature of the perception the word's forms 

as well as semantic categories, which improves the accuracy 

of detecting the hidden propaganda. 

4. Replacing popular approaches of text analysis by the 

neural networks with faster computer hermeneutic systems 

that do not require a long and painstaking process of training 

the neural network, the essence difficulty of which is in 

selection and classification a core sample test.  

III. CONCLUSIONS 

For developing the approaches to improve the efficiency of 

information systems for the detecting the propaganda texts, as 

well as to increase their reliability considering the increasing 

risk of hostile psycholinguistic influence, it is proposed to 

increase the efficiency of information systems for automated 

text classifying in such areas as focusing on semantic analysis, 

retraining the algorithms of morphological analysis, using the 

quantum-semantic approach and applying the computer 

hermeneutics in complex in order to improve the reliability of 

textual data categorization considering the informational 

propaganda. 
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Abstract. In the process of detecting and recognizing a digital 

radio signal, a topical issue is increasing noise immunity. The 

features of the use of low frequency filters with quadratic and 

linear response dependence on the input signal are 

investigated in the article. It is shown that the principle of 

operation of filters is that the summation process is performed. 

In this case, the useful signal is summed up coherently and the 

interference signal is incoherent, ie, the useful signal 

increases and the interference signal decreases. The filtration 

process is simulated at different correlation coefficients. This 

confirmed the possibility of isolating the signal of the means of 

silent receiving of information by the method of determining 

the two-dimensional density of the likelihood of interference 

signal against the background of the common signal. It is 

proved that the use in the process of signal processing of 

narrow-banded filters of low frequency allows to increase the 

noise immunity of the system of detection and recognition of 

digital radio air signals by 23 %. 

Keywords: noise immunity, filter, mathematical expectation, 

variance. 

I. INTRODUCTION AND PROBLEM STATEMENT 

A considerable number of publications are devoted to the 
issue of noise immunity.  The technical methods of improving 
radio efficiency related to noise immunity are considered. 
However, noise immunity issues are not addressed when 
probable digital signals are detected. The issue of digital signal 
recognition is not resolved. From the analysis of modern 
literature, we can conclude that the problems of noise 
immunity, which have their own peculiarities in the process of 
detecting and recognizing digital signal of digital radio 
broadcasting, are practically not considered.  

II. PROBLEM SOLUTION AND RESULTS  

Almost all methods of noise immunity receive signals 
based on the principle of signal averaging and interference. 
This principle is that the summation process is performed. 
Moreover, the useful signal is summed up coherently, and the 
noise signal is incoherent. For the purpose of averaging the 
useful signal and interference, linear systems of two types are 
used: narrow band filters and low frequency filters. It is 
possible to optimize low pass filters or narrow band filters. 

To consider the issue of interference filtering, let us assume 
that the narrowband filter itself does not distort the signal that 

has passed through it.  An ideal bandpass filter is a filter with 
an amplitude-frequency response of the type: 
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The frequency response of the expression for (1) is the 
impulse transition characteristic, which will be determined by 
the expression: 
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Given that the digital signal is not a clear pulse [8], it is 
possible to calculate the envelope voltage at the output of an 
ideal filter when exposed to a rectangular pulse of duration: 
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Using the envelope voltage theorem of the narrowband 
filter, we write the expression for the envelope voltage at the 
output of the filter: 
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Substituting expression (5) into expression (4), we get the 
expression: 
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In fig. 1 dependency graphs of the duration of the 
influencing rectangular pulse (blue color - pulse duration  
T = 1, red color - T = 10, green color - T = 15 and black color - 
T = 20) on the frequency range (filter bandwidth). 

The graphs show significant differences between the input 
rectangular pulse and the output signal. The distortion of the 
input impulse increases as its duration increases. This distortion 
of the pulse shape can be characterized by the duration of the 
envelope of the impulse of the filter output to the duration of 
the envelope of the output impulse. 
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Figure. 1. Graph of the envelope voltage when exposed to a 

rectangular pulse signal 
 
Research, methods and research techniques, collection and 

processing data, and for the mathematical and computer models 
- results of numerical simulations. 

III. CONCLUSIONS  

The peculiarities of the use of low-pass filters to increase 
the noise immunity of an automated system for detecting and 
recognizing digital airwaves are investigated. It is shown that 
the principle of operation of filters is that the summation 
process is performed.  In this case, the useful signal is summed 
up coherently, and the noise signal is incoherent. That is, when 
summing up, the useful signal increases and the interference 
signal decreases. 

Taking into account the peculiarities of the digital signal, 
the signal parameters are defined (mathematical expectation, 
correlation coefficient, variance, root mean square deviation) 
and the outputs of linear and quadratic filters at the influence 
on the input of a rectangular pulse that simulates the signal of 
modern digital means of silent receiving of information are 
determined. 

The graphs of the envelope voltage at the output of the 
perfect bandpass filter with the influence on the input of a 
rectangular pulse (digital signal) of different duration are 
obtained. 

The results of the simulation of the filtering process, with 
different correlation coefficients, confirmed the possibility of 
selection of the digital signal by the method of determining the 
two-dimensional probability density of the signal of 
interference on the background of the common signal. 

It is proved that the use in the process of signal processing 
of low bandwidth filters of low frequency allows to increase 
the noise immunity of the system of detection and recognition 
of digital radio airwaves signals by 23 %. 

A considerable number of publications are devoted to the 
issue of noise immunity. Thus, in [1], the technical methods of 
improving radio efficiency related to noise immunity are 
considered.  The methods of increase of noise protection and 
noise immunity are considered and the factors that shape them. 
It is shown that variants of coding of the source of information 
do not fundamentally affect the stability of radio stations 
during the action of these interferences. However, noise 
immunity issues are not addressed when probable digital 
signals are detected. In [2], the process of noise immunity of a 
typical detection path composed of sequentially included 
modules is considered: an ideal bandpass filter, a quadratic 
detector, and an ideal integrator. However, the issue of the 
effect of interference on a rectangular signal that is similar to a 
digital signal is not addressed. In article [3], using the methods 
of statistical radio engineering, the noise immunity of receiving 
signals with quadrature amplitude modulation in the presence 
of noise and harmonic interference is analyzed.  In article [4], 
based on distributed models, a method of bringing voice 

signals to a single amplitude and time window is proposed. The 
proposed methods can be used in signal recognition systems. In 
[5], an optimization model for the measurement of power in 
circuits was developed on the basis of studies conducted in 
MATLAB. In [6] investigated the effect of multiray 
propagation of radio waves on the transmission of audio 
content through channels with normal and lognormal 
interference distribution using GSM and WiMAX wireless 
technologies. In [7], a technique for the interaction of mobile 
technical objects in the process of data flow transfer under 
conditions of powerful electromagnetic field is proposed. The 
work [8] is devoted to increasing the noise immunity of 
information messages under the conditions of powerful 
electromagnetic interference by the use of complex signal-code 
structures. This increases the volume and speed of information 
transfer. In [9] the results of studies on increasing the signal-to-
noise ratio in mobile communication systems are highlighted. 
This direction is realized through the use of methods of 
dynamic change of transmitter power, organization of multiple 
access and dynamic distribution of communication channels. 
However, the issue of digital signal recognition is not resolved. 
From the analysis of modern literature, we can conclude that 
the problems of noise immunity, which have their own 
peculiarities in the process of detecting and recognizing digital 
signal of digital radio broadcasting, are practically not 
considered.   
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Abstract. Here are considered some aspects on the 

comprehensive information security system development of 

any information system of civil purposes, which manages the 

critical infrastructure or process in a relevant field, or control 

systems for special purposes. The basis for the functioning of 

these systems is information, and because of it the issue of 

protection is paramount in their functioning. The questions on 

the choice of general security policy in them, the choice of 

methods for identification and authentication, authentication 

of documents, circulating them. This will conceptually define 

the future of information security records they elaborate. 

Keywords: іnformation, information systems, comprehensive 

information security system, method, unauthorized access, 
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I.  INTRODUCTION AND PROBLEM STATEMENT 

Large-scale application of information systems (IS) in 
various sectors of society, including commercial activities, 
management of critical infrastructure facilities or systems of 
state management, military (air traffic control systems, 
automated control systems of nuclear power plants, and 
command and control facilities and other commercial systems) 
requires solving the issue of information security in them [1]. 
Information security in the IS aims to prevent access by 
unauthorized persons and various technical devices to 
electronic resources (data banks and knowledge banks) and 
information circulating in the system, for its copying, 
destruction or distortion. Access to information held in the IS 
by strangers can cause large economic losses and 
environmental and technological disasters, and therefore, to 
prevent these phenomena should develop robust information 
security system in IC for various purposes. Therefore, the 
proposed review of certain aspects to develop a comprehensive 
information security system (CISS) IS has particular relevance 
to the developer, the formation of different accounting systems 
to protect information that they have developed [2].  

II. PROBLEM SOLUTION AND RESULTS 

The issue regarding the IS Security Policy different 
function is only possible through an integrated approach to 
sustainable use of software and hardware (software, hardware) 
protection and relevant information (including designation 

system) organizational and technical measures to be 
implemented in the CISS of a system [1-5]. 

The organizational measures directed staff to work with the 
relevant IS (organization of physical protection, responsibility 
for implementation of personnel protection, the monitoring of 
performance, protection measures) [3]. 

Technical (engineering) measures aimed at reducing the 
dangers caused by external factors influence the operation of 
the IS (natural disasters, man-made phenomenon, means fire 
destruction, etc.), providing the required level of survivability 
of the system and eliminate certain threats to information 
security through the use of different information security 
controls and security situation. 

Software and hardware (software, hardware) methods 
provide protection against threats associated with the process of 
collecting, processing, storage, retrieval, communication 
system among its users [4-5]. 

It should be noted that the level of safety and reliability 
CISS will not only depend on the tools and measures selected 
for data protection and overall security policy but, in our 
opinion, and from an integrated application of these measures 
and methods to implement targeted effect of information 
security. 

In developing CISS developers must firstly define 
information security policy, such as which methods of security 
policies to choose - discretionary or mandatory. The simplest 
method of constructing security policy is discretionary method 
of access to facilities. When using which the current random 
access Agent of subjects (users) to other objects IS (using the 
access matrix). Credentials method of access to facilities using 
tags matching security levels of subjects and objects. Much 
easier to operate cocks term security than large-scale matrix fill 
unstructured access. Therefore, we may suggest a complex 
(critical) in the development of IS security policy to apply a 
combination of the two methods. 

The second, equally important task is the development of 
CISS issues of protection from unauthorized access of IS, 
namely the implementation of identification and authentication 
of users. The identification of users by using methods that use 
some material an intimation (access key - "password" media 
key information - "smart card" measuring biometrics (eye's 
retina, fingerprints, speech recognition, etc.). These methods 
differ a complexity, reliability and cost of implementation. for 
complex (critical) IS appropriate to use methods based on 
measuring biometric characteristics of users as the most 
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reliable and accurate (because the unique parameters person do 
not change over time and are special) and promising 
technology in this area is to analyze the characteristics of 
Human DNA. Because users of IS exchange between a variety 
of documents, they should be sure that the documents are 
genuine. The authenticity of the documents provided by the use 
of electronic signatures, allowing through the use of 
cryptographic techniques (mathematical relationship between 
the document and the secret and public key digital signature) 
firmly establish the authorship and authenticity of the 
document. In this case, each user must have only one secret key 
and a list of public keys of users IS, formed a "security center" 
that is trusted by all users and which provides its control. The 
presence of the user private key, which is interconnected with 
the public key does not allow him to change his number in the 
IS and prevents him an opportunity to make signature to the 
number of another user. 

In the third, some IS (including control systems, military 
systems) should take certain measures to protect against 
leakage through technical channels and counter reconnaissance 
equipment, in order to prevent information leaking confidential 
nature by hiding tell-tale signs, establishing active sources of 
influence on technical channels of information collection and 
so on. 

III.  CONCLUSIONS 

Some aspects on the development of an integrated system 
of information security in the IS allow us to conclude that only 
through a comprehensive approach to the management and use 
of integrated software and hardware protection of information 
and appropriate organizational and technical measures possible 
target implementation of security policy in the IS. This material 
should be developers account when forming a comprehensive 
information security system in various information systems. 
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Abstract. The article is written about multitasking protecting 

program that helps users detecting intruders. It deals with 

application and shows how people can use this app to prevent 

stealing of their data. It was shown, that the Suricata program is one 

of the most popular and fast protector. 
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I. INTRODUCTION and Problem statement 

Cyberattacks are one of the main problems faced by actors 
with information resources. Well-known antivirus programs 
and firewalls are only effective in protecting obvious access 
points to networks. However, attackers are able to find ways to 
bypass and vulnerable services even in the most advanced 
security systems. In today's world, Intrusion detection system / 
Intrusion prevention system (IDS / IPS) is a necessary element 
of protection against network attacks. The main task of these 
systems is to identify the facts of unauthorized access to the 
corporate network or unauthorized management of it, with the 
implementation of appropriate countermeasures (informing the 
administrators of the fact of intrusion, breaking the connection 
or re-configuring the firewall to block further actions of the 
attacker, etc.). 

There are many intrusion detection and prevention systems. 
The urgent task is to choose one of them. The paper provides a 
comparative analysis of intrusion detection systems and 
concludes that Suricata is a faster and more reliable attack 
detector. 

II. IDS / IPS- SYSTEMS 

IDS / IPS systems are unique tools designed to protect 
networks from unauthorized access. They are hardware or 
software capable of promptly detecting and effectively 
preventing invasion. Measures taken to achieve the key IDS / 
IPS goals include informing security professionals about the 
facts of hacking and malware attacks, breaking off malicious 
connections, and re-configuring a firewall to block access to 
corporate data.  

All intrusion detection and prevention systems that exist 
today are united by several common features, functions and 
tasks that can be solved by information security professionals. 
Such tools, in fact, perform continuous analysis of the 
exploitation of certain resources and identify any signs of 
atypical events. 

Corporate network security can be based on several 
technologies that differ in the types of incidents detected and 
methods. In addition to the functions of continuous monitoring 
and analysis of what is happening, IDS systems perform the 
following functions:  

 Collection and recording ofinformation; 

 Alerts to network administrators of changes that have 
occured; 

 Create reports for log summaries. 
IPS systems can be considered as an extension of IDS, 

since the task of tracking attacks remains the same. In addition 
to the above, IPS technology can not only identify the threat 
and its source, but also block them. This speaks to the 
advanced functionality of such a solution. It is able to perform 
the following actions: 

 Break off  harmful sessions and prevent accessto 
critical resources; 

 Change the configuration of the protection 
environment; 

 Take action on attack tools (for example? Delete 
infected tools). 

It is worth noting that the UTM firewall and any modern 
intrusion detection and prevention systems are the optimal 
combination of IDS and IPS technologies. 

III.  SURICATA ATTACK DETECTORS 

Одним One of IPS's intrusion prevention solutions is attack 
detectors that are designed to detect a variety of malicious 
threats in a timely manner. In Internet Control Servers, they are 
implemented as a Suricata system, a multi-tasking and 
productive tool designed to protect networks, as well as collect 
and store information about any incoming signals. The work of 
the attack detector is based on the analysis of signatures and 
heuristics, and its convenience is due to the presence of open 
access to the source code. This approach allows you to 
customize the system performance for individual tasks. 

The customizable Suricata settings include: rules that will 
be subject to traffic analysis, filters that limit the output of an 
admin alert, address ranges of different servers, active ports, 
and networks.  

Thus, Suricata, as an IDS / IPS solution, is a fairly flexible 
tool that is subject to change depending on the nature of the 
attack, making it as effective as possible. Information and 
communication systems capture and store information about 
suspicious activity. 

In the Suricata settings tab (Fig. 1) you can edit the settings 
of the attack detector. You can specify internal, external 
networks, address ranges of different servers, as well as the 
ports used. All of these variables are assigned a default value 
that the attack detector can correctly launch. By default, traffic 
to external interfaces is analyzed.  
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Figure 1. Suricata settings 

 
Suricata Attack Detector can be connected to the rules by 

which it will analyze traffic. On the tab in Fig. 2, you can see 
the presence and contents of a rule file, and enable or disable 
its action (using the checkboxes to the right). In the upper right 
corner is a search by name or by the number of rules in the file. 

 

 
Figure 2. Suricata rules 

IV. COMPARATIVE ANALYSIS SURICATA ТА SNORT SYSTEMS 

Snort is an IPS (Intrusion Prevention System) system for 
the network intrusion analysis. The software analyzes all traffic 
through the firewall searching for known attacks and 
anomalies. This program is free, open source GPL software and 
it is the most common IDS (and eventually IPS) in the world, 
thanks in large part to its openness and the work of authors. 

More than 250 unit tests were conducted for Suricata and 
Snort systems. The test results are shown in Table 1.  

The tests were conducted on 14 malware and viruses. As 
we can see from the table, Suricata has a better detection rate 
for malware and viruses than Snort. 

On a set of 12 shells (virus hidden in another file), Suricata 
detected 12 shellcodes and Snort detected 7 shellcodes. In a set 
of 3 tests, both Suricata and Snort detected 3 DoS attacks 
against SSH and MSSQL. Tests have shown that Suricata is 
better than Snort for detecting client-side attacks. Out of 257 
tests Suricata detected 157 attacks. 
 

Table 1. Test results 
Test group Number of tests Suricata    

score 

Snort 

Score 

Bad traffic 4 1 1 

Broken packages 2 1 3 

Malware 14 9 7 

Denial of service (DoS) 3 3 3 

Attacks from the client 257 157 127 

Shells 12 12 7 

Productivity 0 2 1 

Total 297 185 149 

 

V. CONCLUSIONS 

Based on the above analysis, we conclude that Suricata 
Attack Detector is a fast and reliable system that maximizes the 
use of modern processors and GPUs. Tests have shown that 
Suricata is better than Snort for detecting client-side attacks 
and has better detection rate for malware and viruses than 
Snort. The disadvantage of Suricata can be considered a large 
number of settings and not enough detail in some issues 
documentation.  

REFERENCES 

[1] Anderson, James P., "Computer Security Threat Monitoring and 
Surveillance, " Washing, PA, James P. Anderson Co., 1980. 

[2] Electronic resource  https://oisf.net  (date of appeal 20.10.2019) 

[3] Electronic resource https://suricata-ids.org (date of appeal 20.10.2019) 

[4] Electronic resource https://xserver.a-real.ru (date of appeal 
25.02.2020) 

[5] Electronic resource http://docs.nethserver.org(date of appeal 
25.02.2020) 

[6] Electronic resource https://cybrary.it (date of appeal 25.02.2020) 

 

 
 

 

 

 

 

 

https://oisf.net/
https://suricata-ids.org/


DOI: https://doi.org/10.30837/IVcsitic2020201368 

42 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 

Analysis of decentralized system identification 

schemes 

Vlasov Andrii1
 

1Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine, andrii.vlasov@nure.ua 

Lysko Viktor2
 

2Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine, viktor.lysko@nure.ua 

 

Abstract. A scheme of identification system that uses the 

concept of building decentralized systems and allows each 

user to analyze the identity of users and service providers is 

considered. The main parameter of significance in the system 

is the level of trust in consumers depending on other 

participants of the platform and external information. It 

supports the ability for the owner to fully manage their data 

(account, master and secondary data) and its associated 

identifier through the use of various cryptographic signature 

mechanisms, hashing methods, and trust definitions 

implemented in decentralized systems and networks. The 

scheme is compatible with the digital asset management and 

current identification tools (for decentralized blockchain 

systems) 

 

Keywords: digital identification, protocol, public key, hashing, 

consensus. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Global services, which have a large community of users 
worldwide, allow users to use different services through the 
OAuth protocol [1 - 5], which does not provide data reliability 
by cryptographic methods and uses session mechanisms to 
access user data. 

The development of decentralized systems has shown that 
the best practice is the cryptographic signature of each request 
sent to the accounting system and the signature of each 
response that the system returns [5, 6]. 

A global digital identification system (decentralized 
systems and networks) should provide for the binding of all 
personal data (PD) of a user and his or her public key (key set) 
to a unique global identifier. 

The purpose of building such a scheme is: 

 all information about confirmation of personal data is 
stored in a single system. Using digital signature mechanisms 
and linking transaction sets to each other will allow the 
authentication of specific PD confirmations with event-bound 
events according to timeline [6]. 

 the integrity and authenticity of the data linked to the 
account is verified exclusively by cryptographic methods (the 
control root hash value of the Merkle tree) [7]. 

 the management of personal data is completely 
controlled by their owner, all other members of the system can 
only confirm the set that is defined by the user.  

II. PROBLEM SOLUTION AND RESULTS  

In order to receive personally identifiable information about 
a particular member of the system, the identification service 
provider must contact the person directly and obtain or 
immediately require the required data set or permission to 

obtain this data from another provider. 
A global user ID is unique within an identification system 

that represents a specific entity and related information. The ID 
is created by the public key of its owner, a set of hash values 
from his personal data, a set of hash values from the identifiers 
of other data of the accounting system. 

All the above data are linked into one structure, which 
corresponds to both the account in the existing digital systems 
and the account (identifier) in the decentralized system 
(Table 1). 

 

Table 1. Structure of the global user identification 

Name Mechanism of formation 

Account (global) 

identifier 

Generate a unique number when you create a new user 

account (size and range must be consistent with digital 
system protocol) 

Public key 

Generation by cryptographic signature methods (must 

match cryptographic protocol parameters, size and 
range - digital system protocol) 

Readable 
identifier list 

Calculation of hash values of different personal data of 

the user (must match the parameters of the selected hash 

methods, size and presentation - digital system protocol) 

Main data 

confirmation list 

Set of records (permanent information of personal data 

of the user), which are verified by a cryptographic 

signature (the minimum required data set for user 
identification, size and presentation must be consistent 

with the digital system protocol) 

Merkle Root for 

main data 

Calculation of hash values of the user's basic personal 
data set (must match the parameters of the selected hash 

methods, size and presentation - digital system protocol) 

Additional data 

confirmation list 

Additional set of records (variable information) of user 
data that is authenticated to them by a cryptographic 

signature (additional user data set, size and presentation 

must comply with digital system protocol) 

Merkle Root for 

additional data 

Calculation of the hash value of the additional set of 

personal data of the user (must match the parameters of 

the selected hash methods, size and presentation - 
digital system protocol) 

Recovery power 

Set of data (conditions) for restoring account access and 

changing the public key (the minimum required data set 
to restore access, size and presentation must match the 

parameters of the cryptographic protocol) 

Providers list 
Set of data from vendors implementing an 

authentication service 
 

If the user chooses to restore some of the data for the full 
set, then the Merkle Root value will completely change. As a 
result, a previously created and sent transaction that confirms 
data for a particular Merkle Root becomes invalid. That is why 
the structure of the account has the peculiarity of splitting the 
data into main and additional parts: if the user has confirmed 
the basic data set (and does not change it), then regardless of 
whether the additional data have been updated, the master data 
remains confirmed. 

A feature of decentralized systems is the lack of 
information in the network that directly determines the validity 
of a specific identifier: there are only accounts and voices that 
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confirm the data of the created accounts. Thus, the issue of 
trust is fully passed on to the client (he can personally 
determine the method by which his confidence level will be 
calculated). 

Common methods of determining trust to date are: 

 trust only to a specific (several) provider (the scheme 
is somewhat centralized if the number of providers the user 
trusts is small); 

 trust by majority decision (number of IDs verified by 
network members). Being attacked by Sibyl - one of the 
accounts can create a large number of other accounts that 
confirm the identity of one of the members of the system); 

 trust by most ISPs, vendors, and users (a more 
sophisticated validation algorithm that results in many levels of 
validation). 

The main thing is that no matter how the consumer uses the 
results of the identification, the system provides the ability to 
fully customize the verification algorithm, which rests solely 
on the client's side. 

Different algorithms (mechanisms) for reaching consensus 
are used to identify users' trust, determine their level of trust, 
and motivate validators in decentralized systems. In the 
blockchain systems, the Federated Byzantine Agreement and 
the Practical Byzantine Fault Tolerance are more expedient 
(rapid overall consensus on the network, advantage over 
participants' anonymity, and a higher level of decentralization) 
[7 - 9]. 

The key issue at this stage is protection against spam 
attacks: they cannot affect the decision-making mechanism of a 
specific ID, but this can negatively affect the system's 
bandwidth (since any user can add a transaction to the network, 
and in fact the number of such transactions is unlimited). 
Therefore, a mechanism should be provided for protection 
against this type of attack in the first place for validators. 

The considered scheme of digital identification [7, 8] is 
capable of promptly responding to the compromise of user 
keys, since its states are homogeneous for all participants and 
all nodes at one point in time can receive information about the 
revocation of a separate certificate. It suggests using a secure 
method of recovering access to an account, which involves 
contacting multiple providers or other users (trusted by the 
user). The likelihood of collusion by all ISPs / other users 
(which support different authentication methods) is very low 
and allows the user to safely regain access to their account 
(although overall this complicates this procedure). 

III. CONCLUSIONS  

The blockchain digital identification scheme thus 
considered has the advantages over existing services: 

complete control of users of their own data (change of 
account fields can be initiated only by their owners); 

transfer of data management and decision-making to the 
end-user (independence of decision to make / reject individual 
identifiers); 

making decisions by each party independently, focusing 
solely on the state of the database; 

increased level of objectivity in verifying user data than 
using authentication from centralized providers; 

the integrity and authenticity of the data linked to the 
account is verified solely by cryptographic methods; 

the data set for the user implements multiple run of values 
with the calculation of their hash values; 

repeated hashing of user data significantly increases the 
time needed for the attack from the attacker; 

synchronization of events between independent parties 
through the use of blockchain technology (each party has the 
same state of the local database). 

The use of blockchain technology to build different user 
identification schemes can solve the problem of providing an 
additional level of reliability and flexibility in the 
implementation of identification services (development of 
identification systems) in information and communication 
systems. 
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Abstract. Testing the security of mobile software applications 

by OWASP guidelines was analyzed. Attention is drawn to 

three levels of requirements in OWASP MASVS and their 

implementation under the OWASP MSTG guidelines. This 

guide identifies the processes and methods of testing mobile 

software applications for vulnerability. This leads to the 

arbitrary usage of these tools when verifying the feasibility of 

security requirements for mobile software applications. 

Overcoming the constraints is suggested by using dependency 

graphs, given the relationship between the testing stages. 

 
Keywords: application security, mobile application security 

testing, MASVS, MSTG, OWASP, dependency graph. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Software applications for the Android operating system are 

increasing in popularity year by year. Therefore, one of the 

important aspects of their usage is safety. The security of 

mobile software applications is analysed by testing for 

vulnerabilities. For this purpose it is recommended to use the 

guidelines of OWASP MASVS and OWASP MSTG [1-3]. 

The requirements for the security of mobile software 

applications are set out in OWASP MASVS [3]. It defines two 

levels of requirements (MASVS-L1, MASVS-L2) and 

sustainability requirements (MASVS-R). The first level sets the 

general requirements for mobile software applications 

(MASVS-L1). Whereas the second one deals with the 

processing of highly sensitive data (MASVS-L2). The 

MASVS-R level reflects the requirements of preventing the 

implementation of threats by the user [1, 3, 4]. The feasibility 

of these requirements is analyzed according to the guidelines of 

OWASP MSTG [2]. This guide defines the processes and 

methods of testing mobile software applications for 

vulnerabilities [1, 2, 4]. 

However, when testing mobile application security on 

OWASP guidelines, it is up to the specialist to choose the right 

steps and tools. This leads, on the one hand, to the arbitrary 

choice of a sequence of steps and means of verifying the 

feasibility of security requirements. Whereas, on the other 

hand, it is difficult to reproduce the obtained results. 

II. PROBLEM SOLUTION AND RESULTS 

To overcome these limitations, it is suggested to use 

dependency graphs [5]. The dependency graph is an oriented 

graph that displays the ratio of the multiple stages of mobile 

app security testing according to the selected transitive 

relationship (for example, the "pre-stage") over it: 

 

   ( ,  )G V T , (1) 
 

where V  – is the set of stages of mobile app security testing 

according to OWASP guidelines, { }iV v , 1,i n ; T  – is 

a transitive closure R on the set V , T R ; R  – is a binary 

relation on the set V , R V V  . 

Then, for example, testing a mobile application server with a 

static analyzer we get the following usage (1): 

1v  – running on a virtual machine; 

2v  – checking the ability to run on rooted devices; 

3v  – checking the possibility of debugging; 

4v  – checking for obfuscation and protection against 

tempering; 

{ }, 1,4iV v i  , 

1 2 2 3 3 4{( ; ), ( ; ), ( ; )}R v v v v v v , R V V  , 

1 2 2 3 3 4v Rv v Rv v Rv  , 

1 4v Tv . 

III. CONCLUSIONS  

Therefore, the feasibility of mobile application security is 

tested by OWASP guidelines. The choice of stages, means and 

sequence of their implementation is the responsibility of the 

specialist. This makes it difficult to reproduce the results. To 

prevent this, it is suggested to use dependency graphs in view 

of the relationship between testing stages. 
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Abstract. The use of ISO / IEC 27000 and ISO Guide 73 

standards as glossaries of terms regarding the information 

security management system is considered. The establishment 

of correlation between terms on the ontological approach is 

shown. Attention is drawn to its applicability to the 

presentation of organizational guidelines and deadlines for 

risk. Against this background, conceptualized knowledge 

about the ontology information security management system, 

taking into account the systematic approach. This system is 

presented as a complete entity with stable structural and 

functional links between its elements. 

Keywords: information, risk, information security, information 

security management systems, conceptualization, ontology. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Information security management systems are developed 
using the terms and definitions of ISO / IEC 27000 [1]. At 
the same time, this glossary is supplemented by terms on risk 
and risk management in general [2]. Both documents are 
focused on creating a unified approach to defining and 
interpreting the concepts of information security management 
system [1, 2]. 

The relationships between the terms based on the ISO / 
IEC 27k series are determined ontologically. Its use makes it 
possible to establish relationships between security concepts 
and standards, in particular, ISO / IEC 27001. A 
characteristic feature of such relationships is the orientation 
either to the attainment of organizational guidelines or to 
terms regarding risk (asset, vulnerability, threat, risk). 
Recommendations for the practical application of such 
ontologies are given in [3, 4]. 

II. PROBLEM SOLUTION AND RESULTS 

Knowledge about the information security management 
system is conceptualized in a systematic approach. It is 
regarded as a coherent entity consisting of a set of 
structurally and functionally interrelated elements. The 
integrity of the object is ensured by a set of strong links 
between the elements that make up the structure of the 
information security management system. 

The ontology of an information security management system 

is defined by an interconnected and coherent set of three 
components [5, 6]. 

 

 , , ,O X    (1) 

 

where O – ontology; X  – non-empty finite set of terms 

regarding the information security management system;   – 

finite set of relations between terms;   – finite set of 
interpreting functions defined in terms and/or relationships of 
an ontology. 

If   and   , then (1) displays a glossary V  of 

terms according to ISO/IEC 27000, ISO Guide 73 [1, 2, 5, 6] 
 

 ,{},{} ,O X   

.O V  

III. CONCLUSIONS 

Therefore, knowledge about the information security 
management system is conceptualized using an ontology with a 
systematic approach. For this purpose, the dictionaries of 
ISO/IEC 27000, ISO Guide 73 and, secondly, the presentation 
of the system as a whole entity with a set of structurally and 
functionally interrelated elements were used. 
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Abstract. The use of social engineering as an interaction 

between an attacker and an employee is considered. It shows 

its focus on receiving sensitive information. This is achieved 

by an attacker by studying, engaging, trusting, using employee 

trust. To prevent this, psycho-personal qualities, professional 

competences of the social engineer and employee are taken 

into account, and their interaction is represented by a social 

graph. Its tops reflect a social engineer, employee, quality and 

compensation; connections – the relationship between them. 

This approach will make it impossible to manipulate the 

employee’s mind. 

Keywords: social engineering, social interaction, 
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I. INTRODUCTION AND PROBLEM STATEMENT 

The use of social engineering is reduced to the interaction 
of the attacker with an employee of the organization. Such 
interaction is focused on receiving confidential information and 
is implemented in four phases: studying, establishing 
interaction, entering into trust, using trust [1-3]. 

An example of the study of these phases is the social 
engineering optimizer. They are used by separating the attacker 
(social engineer) and protector (employee of the organization). 
Each is initialized by two random decisions. Better among 
them is interpreted as an attacker. To achieve this, he adheres 
to social engineering methods [4]. 

However, the consideration remains that during the 
interaction, the social engineer manipulates the employee's 
consciousness and, as a consequence, gains sensitive 
information. 

II. PROBLEM SOLUTION AND RESULTS 

According to the socio-engineering approach the 
vulnerabilities of the employee are interpreted as his 
weaknesses, needs, mania (passions), admiration. This leads to 
a new model of his behavior, creating favorable conditions for 
the implementation of threats to the use of social engineering. 
The manifestation of such forms is fraud, deception, scam, 
intrigue, hoax, provocation. The social engineer intentionally 
influences the employee's mind against will, but with his or her 
consent. 

Therefore, it is important to take into account their 
psychological and personal qualities and professional 
competences when interacting. 

In order to take into account the psychological and personal 
qualities, professional competencies of the social engineer and 
the employee of the organization, it is recommended that their 
interaction be represented by a social graph [5, 6]. 

Social graph represents the interaction of the subject (social 
engineer) with the object (employee of the organization) of 
socio-engineering influence and the connection between them 

 

 ( , )G V E ,  
 

where G – social graph; V – set of peaks (e.g., social 

engineer, employee, software tool, psychological and personal 

qualities, professional competences); E – set of connections 
(e.g., “social engineer – employee”, “social engineer – software 
tool”, “employee – software tool”, “employee – qualities”). 

III. CONCLUSIONS  

Thus, the use of social engineering is reduced to 
manipulating the attacker with the employee's mind against the 
will, but with his or her consent. To prevent this, the psycho-
personal qualities, professional competencies of the subject and 
the object of such interaction are taken into account by 
presenting them with a social graph. 
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Abstract. Today, computing platforms are a booming industry. 

However, a huge gap in the technology of “artificial 

intelligence” and its important component parts – 

understanding scenes and images – is, in fact, a major limiting 

factor for further development of complex control systems. In 

this article we consider the basic classes of mathematical 

models used in the development of practical image analysis 

systems currently. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Machine vision is a scientific field in the field of artificial 
intelligence and robotics, as well as related technologies for 
obtaining images of real-world objects, their processing and 
use of the obtained data to solve various kinds of applied 
problems without human intervention. 

In various technical problems in the field of machine vision 
chosen certain basic ways of describing reality. Let's see in 
which cases it is better to use some methods, and in which 
others. There is no single universal solution here, but at the 
most general level, as two “extreme” poles, two basic 
fundamentally different approaches can be mentioned here: 
simulation (physical) modeling and abstract (brightness-
geometric) modeling[1]. 

Simulation in the field of machine vision involves an 
attempt to describe some real physical object and a real 
physical device for acquiring an image of this object. The 
advantage of this approach is the completeness and reliability 
of the simulation results, as well as the guaranteed quality of 
image analysis methods based on simulation models. The 
disadvantages of the simulation approach are associated with a 
disproportionate amount of labor at the stage of compiling the 
model and too much experimental data needed to build the 
simulation model. 

Abstract modeling proceeds from the most general 
considerations about the nature of the analyzed objects and the 
way they are registered. Such an approach in the literature is 
sometimes called iconic [2]. The advantages of the iconic 
approach are that when developing image analysis methods, a 
minimum of a priori information about a real observation 
situation is required. The main drawback of abstract modeling 
is determined by the high probability that a method developed 
for a too general model will turn out to be either generally 
inoperative or substantially less effective in practice than 
methods created based on models that are specific to this task. 

In practice, both approaches are rarely found in their pure 
form. Often, developers start from general abstract models, 
which are then gradually concretized and adapted to the 
available real data, thereby approaching simulation models. At 
the same time, it must be considered that the same methods and 

models, depending on the field of application, can pass from 
the class of simulation models to the class of abstract ones, and 
vice versa [3]. 

II. PROBLEM SOLUTION AND RESULTS 

Consider the basic classes of mathematical models used in 
image analysis, their differences and peculiarities. 

Image as a function of vector argument 
Often, the initial description of an image in practice is a 

two-dimensional intensity function. 
Many methods of image analysis, in which images are 

considered as two-dimensional functions, suggest that the 
concepts of addition and multiplication of functions, 
multiplication of a function by a number, scalar product of 
functions, norm of a function, linear space, etc. are defined. All 
these concepts can be transferred to the domain image analysis 
all known methods and results from the field of linear algebra 
and vector spaces [2]. 

It is also often assumed that function images are the 
required number of times continuously integrable and 
differentiable. This allows you to transfer to the field of image 
analysis all known methods and results from the field of 
functional analysis [4]. 

Representation of the image in the form of a set of points 
Representation of the image in the form of a set of points 

makes it possible to determine the operations of union, 
intersection, addition, and the inclusion relation for images, 
thereby extending to the field of image analysis methods and 
results from the field of set theory [5]. 

Image as a topological object 
An image presented as a collection of points (point pattern) 

can be considered as a topological object, i.e. described in 
terms of topological elements: connected areas, boundaries of 
areas, connected lines and isolated points. Accordingly, 
topological similarity measures and topological transformations 
can be defined that preserve or change in a certain way the 
topological properties (number and ratio of topological 
elements) of an image. Thus, presenting an image in the form 
of a list or a set of points also allows you to transfer methods 
and results from the field of topology to the field of image 
analysis. In particular, the theory of coatings, being transferred 
to the field of analysis of discrete binary and then grayscale 
images (regarded as “shadows”), led to the creation of Serre's 
mathematical morphology [6]. 

If, in addition, we are dealing with metric space, then all 
methods of cluster analysis are automatically applied to lists of 
image points [7]. 

Image as a geometric object 
After topology and metric were introduced on the sets of 

points, the next step was to consider images as geometric 
objects. 

From the field of analytic geometry, image analysis 
borrows the following basic elements: 
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 geometric transformations of images, properties of these 
transformations; 

 parametric description of the sets of points in the 
coordinate space; 

 “Geometric logic” (reduction from planimetry and 
stereometry, rules of geometric inference); 

 ways to build and find figures. 
Analysis of images based on models can be considered as a 

kind of “generalized geometry”, the differences of which from 
classical geometry are as follows. 

 Bright-geometric aspects. Here the difference compared 
to the classical geometry are continuous in the transition 
from points, lines and surfaces to discrete lines, areas 
and volumes; shifting the focus of attention from simple 
and “right” figures to complex nonanalytic forms; the 
presence of the considered geometric objects of 
additional non-geometric characteristics (intensity, 
color, etc.). 

 Logical-probabilistic aspects. Classical geometry never 
considers false, interfering, or inaccurate data. In this 
regard, the classical problem of substantiating the 
conclusions and decisions obtained also receives a 
broader interpretation in the analysis of images. The 
rationale for the decision can be strictly logical, but 
more often it is probabilistic or fuzzy. 

 Computational aspects. The specifics of modern image 
analysis tasks are determined by the need to consider 
the specific architecture, memory size and performance 
of a given computer under the indicated restrictions on 
these parameters. 

Image as a set of independent features 
The image as a set of independent features represents the 

completion of the idea of representing the image as a set of 
independent informative elements. In this case, there is a 
transition from an arbitrary set of informative elements 
(geometric points, information vectors) to a more rigid 
structure – an ordered set of informative elements of a given 
size, that is, to a feature vector. 

Image as a structure 
Structural models of images make it possible to transfer to 

the field of image analysis all known methods and results from 
the field of structure analysis, which, however, itself was 
created under the significant influence of problems from the 
field of geometry and image analysis. In general terms, the 
definition of a structural model can be represented as: “a set of 
elements of given types that satisfy a set of conditions that 
describe the relationships of given types” [3]. 

Image as a two-dimensional projection of a three-
dimensional scene. 

The photogrammetric approach [8], which considers 
individual images and ensembles of images as two-dimensional 
projections of three-dimensional scenes recorded using optical 
systems of a specific configuration (distances and angles 
between cameras, passport data and distortions of camera 
lenses), of course, is an essential step towards simulation.  

However, this approach is still not based on physical, but 
on geometric modeling, since it is traditionally limited by 
considering the geometry of the survey and does not imply an 
analysis of other physical factors affecting the quality of the 
resulting image. 

The mathematical apparatus used in photogrammetry is 
entirely based on stereometry, projective geometry, and 
geometric optics. 

Further, this approach can be developed by combining it 
with a structural approach. The task of stereo reconstruction, as 
well as the task of detecting and identifying objects, is thus 
reduced to the problem of optimal indexing of a three-
dimensional structural graph in an image or ensemble of stereo 
images [3]. 

Used in the modern literature on machine vision, the term 
high-level model approach involves solving this problem of 
identifying (linking) a three-dimensional structural model of an 
object. 

III. CONCLUSIONS 

The analysis of the subject area showed that although for 
each individual task of analyzing images one or the other 
classes of mathematical models show themselves better than 
the others, but for the task of localizing the binding objects of a 
system of mobile robots, the most universal from the point of 
view of flexibility and ease of use is the representation of the 
image in the form of a set points. flexibility and ease of use, we 
highlight the fundamental criteria when choosing a target 
mathematical model.  
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Abstract. Creation of the mobile autonomous control system 

has specifics. The decision-making and assessment of the 

large scale situation are based on the global situation model 

presented in the form of a multilevel structure at different 

abstraction levels. Three types of abstraction are considered: 

quantitative, deterministic, and generalized abstraction. The 

report examines the algorithm for processing data from 

sensors at the first two levels. Algorithm is programmed in 

Python and implemented on ESP 8266 microcontroller. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Large scale situation assessment systems, organized on a 
distributed monitoring basis, include local components that 
move across the monitoring object space and are implemented 
as mobile autonomous systems (MAS). The decision-making 
and assessment of the situation in these systems are based on 
the global situation model (GSM) [1], which is based on data 
obtained from MAS. In work [2], GSM is proposed in the form 
of a multilevel structure at different levels, the situation of 
which is represented by concepts of different levels of 
abstraction. Model [3] formalized three types of data 
abstraction: quantitative, deterministic, and generalized 
abstraction. Quantitative and determinative abstraction 
(Q&DA) acts as a bridge between natural language description 
and numerical sensor data. The report examines the first two 
levels of abstraction of Q&DA for the representation of GSM 
in MAS. 

At the department of Information Technologies of USURT, 
the applications creation technologies, including MAS, are 
tested on the basis of a training and research polygon of the 
Internet of Things and Intelligent Machines [1]. In the report, a 
wheeled robot performing the function of monitoring the 
occurrence of a fire situation is views as a MAC. The robot is 
implemented on a four-wheeled chassis with gear motors, 
equipped with a single-board Raspberri Pi 3B computer, 
Arduino Motor Shield controller and ESP 8266 
microcontroller. Data acquisition from DHT11 temperature and 
humidity sensors, BH1750 smoke, MQ - 2 flame and 
illumination and Q&DA is implemented on ESP 8266 
microcontroller. The report examines the algorithm for 
processing data from sensors at the first two levels of Q&DA. 
Algorithm is programmed in Python and implemented on ESP 
8266 microcontroller. 

II. PROBLEM SOLUTION AND RESULTS 

The algorithm uses knowledge of granulation of a control 
variable: how many granules are by the range of possible 
variable values) and fuzzy restrictions for these granules. The 
fuzzy characteristic of the pellets is the fuzzy confidence factor 
[2, 3]. Therefore, the fuzzy constraints of the granules are set as 
a function of the fuzzy confidence factor given in the variable 
definition area, as shown in Fig. 1. 

Q&DA is a procedure of granulating data from each source 
and determining granules fuzzy characteristics (GFC) [3]. For 
this, set of possible sensor values covered by several 
information pellets. The size and number of granules depends 
on the task. Each of these granules refers to the zero level of 
GSM. The fuzzy characteristic of the pellets is a fuzzy L-R 
number with a Gaussian function with three parameters: α - 
confidence; TL and TR are the time intervals since the last 
sensor data was received and the data changed, respectively. 
On the basis of GFC there is an integral characteristic of 
confidence - a confidence factor CF [3]. 

The universal model for presenting knowledge about 
granulating data from a single sensor is as follows: 

 

<n, (a1, b1, c1, d1, e1, f1),…,(ai, bi, ci, d1, ei, fi),…, 
(an, bn, cn, dn, en, fn)>,                      (1) 

 

where n – is the number of granules into which the area of 
possible data from sensor is broken; 

ai, bi, ci, d1, ei, fi – are parameters of a piecewise linear 
function representing the distribution of confidence α over the 
range of possible data from sensor. 

The meaning of the parameters ai, bi, ci, d1, ei, fi explains 
Fig. 1b. Consider an example where the data from the 
temperature sensor is represented by 3 granules. Formula (1) 
for this case will be: 

 

<3, (a1 = 20, b1 = 20, c1 = 20, d1 = 24, e1 = 28, f1 = 38),  

(a2 = 20, b2 = 24, c2 = 28, d2 = 32, e2 = 36, f2 = 38), 
 (a3 = 20, b3 = 32, c3 = 36, d3 = 38, e3 = 38, f3 = 38)>    (2) 

 

The numerical definition of the three granules in (2) is shown 

graphically in Fig. 1 and corresponds: the first granule is shown in 

Fig. 1a, the second is shown in Fig. 1b, and the third is shown in Fig. 

1.c.  
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Figure 1. Graphical view of the numerical definition 
 

In accordance with the abstraction model [2,3], an 
algorithm for granulating the input numerical values and 
extracting GFC in real time was developed. The granulation 
algorithm for a single data processing step on the example of a 
single temperature sensor is shown below. 

1. Obtaining data from the temperature sensor T. 
2. Validation of data max[ , ]minT T T . 

3. Calculation of the confidence parameter α. 
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4. Calculation of confidence parameters tL and tR 
 

 tL=0, (4) 
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1,      ,                                                            
R

R

if q or q
t

t therwise

    



     
 
 

 (5) 

 

III. CONCLUSION 

The following example demonstrates the efficiency of a 
program. The results of a survey of the temperature sensor at 
the current step gave T = 27º. Assuming that in the previous 

step were the values of GFC1 = (α1= –1.0, tL1 = 0, tR1 = 10), 

GFC2  = (α2 = –1.0, tL2 = 0, tR2 = 10), GFC3 = (α3 = 0.75, tL3 

= 0, tR3 = 10) and ε = 0.75. Calculations according to the 

above algorithm based on knowledge (2) gave the following 
values of the parameters of GFC for these granules: GFC1= 

(α1= – 0,5, tL1 = 0, tR1 = 11), GFC2 = (α2 = 0.5, tL2 = 0, tR2 = 

11), GFC3 = (α3 = –1, tL3 = 0, tR3 = 0). 
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Abstract. There is provided an analysis in development of 
flexible integrated systems of industrial application. Report 
shows an increasing importance of intelligent components for 
control systems. There are considered the basic items on 
development of intelligent decision-making support systems to 
solve the manipulation tasks of industrial robots. The 
language-oriented constructions for knowledge bases of 
intelligent problem solvers are presented as well as 
specifications of their practical implementation and 
perspective development directions. 

Keywords: intelligent control; decision-making support; 
intelligent problem solver; robotics; manipulations. 

І.  INTRODUCTION 

The analysis of tendencies of development of flexible 
integrated production systems indicates the increasing 
complexity of the organization of modern production, both at a 
separate workplace and in the conditions of a workstation, 
workshop or plant. In these circumstances, the role of 
automated control systems that use AI tools capable to obtain, 
with good quality, information about the state of production 
systems, to analyze them, and to make decisions to ensure the 
functioning of the enterprise, is growing. The role of 
production decisions in every specific workplace, which 
becomes a function of servicing equipment: industrial robots, 
robocars, other providing and technological systems [1, 2], is 
increasing. At the same time, the problem of the development 
and implementation of intellectual support for decision-making 
at different levels of management of flexible integrated 
production systems remains actual. 

ІІ. BASIC TASKS OF INTELLIGENT CONTROL SYSTEMS FOR 

MANIPULATIONS 

The plan of decision for manipulation robot is described as 
a sequence of actions, starting from the beginning, through the 
transformation of the states of the system – to the achievement 
of the goal (or goals). Among the implementations of planning 
systems there should be mentioned such systems as STRIPS, 
NONLIN, PRODIGY [2]. The planning process is divided into 
decomposition and coordination phases [3]. 

The plan development system consists of a general problem 
solver associated with many training modules; the system also 
includes the following components: EBL (Explanation-based 
learning), blocks for defining analogy derivatives, abstraction 
of plans, and validation. The descriptive language 
implemented, for example, in PRODIGY (PDL) is a form of 
predicate logic that supports standard logic operations for 
multiple sets of elements [4]. 

In order to describe the plan generator as a tool to process 
rules and to implement the planning process, and in order to 
solve concurrently existing tasks (two-handed implementation), 
[2] proposes language CSA. Here, the rules are described using 
CSA formulas. The CSA plan generator manipulates pre- and 

post-conditions. To describe the rules for workspace with three 
blocks, the pre- and post-conditions C1 - C4 are defined as: 

 

),()(4

)()(3

)(2

)()(1

yxONxCLEARHANDEMPTYC

yCLEARxHOLDINGC

xHOLDINGC
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To define all the possible conditions, there are used 
operators to update the conditions and identity statements for 
description. The status of the current situation is described by 
rules such as PICKUP, PUTDOWN, STACK, UNSTACK. The 
identity statement indicates the conditions for non-compliance. 
The problem solver consists of working memory, knowledge 
base (rules, frames, networks) and inference engine [5].  

The inference engine creates function of possible actions to 
the current state, generates new routs. The planning process 
includes stages of description of current system’s state; of 
search of rules (by inference engine) corresponding to currents 
state; of finding rules, corresponding to current state for 
inference engine; of creation (by inference engine) transitions 
for current state and generation of new system’s states. 

The further use of strategic planning methods should be 
based on logical models, considering the dynamic nature of 
intellectual robotic manipulation systems. 

ІІІ. CONCLUSION 

The current problem with modern flexible integrated 
production systems still remains in a the provision of 
production functions under the effect of various external 
factors, including those associated with changes in the 
conditions of execution of technological operations, adaptation 
to new conditions of production technology, interaction with 
other technological equipment. These tasks can be solved by 
the decision support systems of intelligent control systems, 
implemented for mobile and manipulation robots. 
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Abstract. The article reviews the problematic aspects of the 

development and improvement of forensic activities. The 

authors proves the necessity of forming a new separate branch 

of criminalistic technique. The authors proposes the new 

termin – “The Criminalistic robotechnology” – for it.  Along 

with the effective use of existing tools and methods of 

application of special knowledge in the detection and 

investigation of crimes, also addresses the problem of 

developing new, based on modern technologies.  
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І.  INTRODUCTION 

The latest achievements of scientific and technological 
progress have made it possible to improve the work of forensic 
experts so much that the solution of many tasks of forensic 
examination without the use of modern information 
technologies has become impossible. Currently, work is 
underway to create a collection of digital computer models of 
objects of technical and forensic research of documents. 
Automated workstations for forensic experts of various expert 
specialties (trasologist, ballista, economist, phonoscopist, 
psychologist, etc.), new devices and complexes of functional 
devices for research and recording of evidence, developed 
techniques for the study of new objects of forensic 
examination, created various information retrieval systems and 
databases. The possibilities of forensic biological research 
using modern advances in mathematical modeling have been 
greatly expanded. At present, in practice, robots are used that 
allow recognizing explosive devices, penetrate into small 
rooms with video surveillance function, and replace the non-
malfunctioning process. 

ІІ. BASIC TASKS OF INTELLIGENT CONTROL SYSTEMS FOR 

MANIPULATIONS 

The process of development of forensic expertise is directly 
dependent on the needs of investigative and judicial practice. It 
determines the relevance of various scientific studies necessary 
to establish circumstances relevant to the investigation of 
crimes. The level of knowledge in various fields of science and 
the development of general methods of cognition, on the one 
hand, and changes in the forms of criminal procedure, the role 
of forensic science in this process, and the norms governing its 
activities affect the development of forensic science and the 
degree to which innovative technologies are used in forensic 
research - with another.  

In Ukraine, the Evrika forensic examination support system 
has been developed to conduct examination of cable products 
in the wake of reflows. Flexible systems and databases have 
been created - Dagger _ (cold steel examination), Baleks 
(forensic ballistic examination), Narcoex (for the study of 
narcotic substances), FARA (for the study of headlights of 
vehicles and their fragments) other. The use of innovative 
technologies allowed expanding the possibilities of technical 
and forensic research of documents, increasing the reliability 
and scientific level of research in solving most expert 
problems. For example, using metallographic microscopes with 
a 500-fold magnification, equipped with digital photo or video, 
it became possible to establish the sequence of printing texts 
and characters even in the absence of areas of intersection. The 
possibilities of forensic biological research using modern 
advances in mathematical modeling have been greatly 
expanded. 

A forensic environmental assessment is also in the process 
of being formed today. Variants of classification of research 
objects depending on the place of the disaster (land, water, air), 
or on the type of catastrophes themselves (explosion, flood) are 
proposed. Recently, forensic environmental assessments are 
being carried out more and more often. They relate mainly to 
events such as the release of harmful substances into the 
environment and pollution of rivers and water bodies. More 
and more attention is being paid to the robots used in forensic 
activities. We offer our own version of the classification of 
robots by their role in the fight against crime: a) robots and 
robotic systems, functionally designed for the prevention, 
suppression, prevention of criminal attacks and administrative 
offenses; b) robots and robotic systems, functionally designed 
to study the situation of crimes committed and crime scenes. 

ІІІ. CONCLUSION 

We believe that “forensic robotics” is a branch of forensic 
technology that studies the practice of using special robotics in 
the process of suppressing, preventing, disclosing, 
investigating, preventing crimes and administrative offenses in 
order to develop recommendations on the design and 
modernization of robotic tools, as well as improving 
techniques, methods and methods of using these tools in order 
to optimize the establishment of objective truth in the case. 
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Abstract. The problem of managing many end-to-end business 

processes is related to the distribution of common enterprise 

resources between them. This leads to delays in their 

implementation due to insufficient resources. The result of 

such delays can be a failure to complete the processes as a 

whole, which can lead to significant material financial losses. 

The management process consists in pausing or starting the 

execution of new processes based on formalized experience 

presented in the form of precedents. The main problem of the 

operational management of such processes is the timeliness of 

the development of their mathematical models. It is proposed 

to use models of analogue precedents with their subsequent 

adjustment to the parameters of the models of controlled end-

to-end business processes. This process is implemented using 

Process Mining technology. To complete the stages of Process 

Mining, a generalized information technology has been 

developed for the case-based management of end-to-end 

business processes. Its implementation is connected with the 

simplification of case models of end-to-end business 

processes, the assessment of the lead-time of an end-to-end 

business process according to its current state, the adaptation 

of models of a set of ongoing processes, the integration of end-

to-end business process models for a new order, and the 

management of ongoing and incoming new orders. This 

ensures their fulfillment within the deadlines established by 

the contracts. 

 

Keywords: end-to-end business process, resources, 

precedents, operational management, information technology. 

I. INTRODUCTION AND PROBLEM STATEMENT 

A lot of end-to-end business processes at the same time, 
they use the resources of the enterprise without the traditional 
restrictions imposed by its organizational structure. This leads 
to delays in their execution due to insufficient resources and to 
additional waiting for resources due to competition for them 
between processes. The result of such delays may be failure to 
comply with the restrictions on the execution time of the 
processes as a whole, which may lead to a decrease in the 
competitiveness of the enterprise and significant material 
losses. 

As a result of this, the management of many end-to-end 
business processes is primarily associated with the distribution 
of the common resources of the enterprise between them. 
Obviously, processes use resources only during their execution. 
The management process consists in pausing or starting the 
execution of business processes in such a way as to efficiently 

distribute resources between them based on formalized 
experience, presented in the form of precedents. 

The main problem of the operational management of end-
to-end business processes competing for common resources is 
the timely development of their mathematical models. 

II. PROBLEM SOLUTION AND RESULTS  

The solution to this problem is primarily associated with the 
presence of input and output data of the process, taking into 
account the influence of disturbances and the choice of control 
actions to achieve the desired result [1.2]. Therefore, it is 
proposed to use precedent models of analogues of such 
processes with their subsequent adjustment to the parameters of 
the models of controlled end-to-end business processes. This 
process is implemented using Process Mining technology [3]. 

To complete the stages of this technology, a generalized 
information technology of case-based management of end-to-
end business processes is proposed, presented in the form of 
the following sequence of actions: 

 Simplification of case models of end-to-end business 
processes, taking into account their current state; 

 Estimation of the lead time of the end-to-end business 
process according to its current state; 

 Adaptation of models of the set of processes performed; 

 Integration of end-to-end business process models for a 
new order; 

 Management of ongoing and incoming new orders. 
Implementation of the action <Simplification of case 

models of end-to-end business processes taking into account 
their current state> is carried out taking into account one of its 
three states regarding the delay in their execution. The first 
condition of the PSU is characterized by the impossibility of its 
use in subsequent execution; the second state ensures the 
achievement of the target state with delays in the execution of 
the business process and the third state ensures the achievement 
of the target state without delay intervals. The simplification of 
the case model is supported by the appropriate method, which 
allows removing from the model those traces of the solution of 
the problem that do not further include the processing of 
objects by the name and values of their properties [4]. Метод 
включает в себя следующие этапы. 1. Формирование 
ограничений на новый бизнес-процесс. 2. Корректировка 
лога текущего бизнес-процесса. 3. Корректировка модели 
бизнес-процесса методами Process Mining. 4. Удаление 
интервалов выполнения действий и ожидания, не 
соответствующие полученной на этапе 3 модели. 

The input for this action is: an event log that records all the 
actions in the corresponding database formed by the 
information system. Such databases contain information about 
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the precedent model of analogues and properties of objects 
(products, services). The procedure for obtaining the model of 
the current precedent, the formation, selection and adjustment 
of the analogue precedent model, carried out using the methods 
of the Process Mining technology [5]. 

 After the step of obtaining a simplified precedent model of 
the analogue, carried out at the first stage of this technology, 
the process proceeds to the action <Estimation of the time to 
complete a business process by its current state>. The input of 
this action is a simplified precedent model of a business 
process and data on the duration of the intervals of waiting for 
its access to shared resources and runtime. 

The execution of the <Estimation of the business process 
execution time by its current state> is carried out taking into 
account temporal restrictions imposed on the process. In this 
case, a subset of the possible trajectories of achieving the final 
state of the process of solving the problem of analyzing the 
data of both the event log and the model at the current time is 
determined. The duration of the execution is determined by the 
sum of the waiting interval and the execution time of the action 
for each trajectory of the process. 

The implementation of this action is supported by the 

method of checking the implementation of temporal 

constraints, which includes the following steps. 1. The 

definition of a subset of the possible paths to achieve the final 

state of the business process. 2. Determining the time to reach 

the final state of the process relative to its current state for 

each trajectory of its execution. 3. The selection of a subset of 

options for solving problems for which the completion time of 

the business process does not exceed a predetermined 

threshold level. 4. Determination of the total duration of 

waiting intervals for each of the possible trajectories of the 

business process. 

After receiving such an assessment, the transition to the 

action <Adaptation of models across the entire set of 

processes> is carried out. When this action is performed, by 

analogy with the first action, the current interval model of the 

set of processes is simplified (adapted) [6]. Those traces that 

will no longer be executed based on the previously selected 

trajectory determined during the execution of a particular 

process, taking into account the existing minimum and 

maximum intervals of the process, are deleted. The input of this 

action is the estimation of the process execution time by the 

current state and a database containing information on time 

intervals for all business processes that are performed. The 

result of this action is an adaptive interval model of a set of 

business processes. 
Upon completion of the adaptation of models, the transition 

to the action <Integration of business process models for a new 
order> is performed. 

The input for this action is: databases of orders, intervals of 
waiting for resources (equipment, technologies, personnel, 
materials, intervals of waiting for resources) and adaptive 
models of the set of processes being performed. The action is 
performed taking into account temporal constraints and the 
integration of models of a set of processes. 

The result of this action is the refinement of the execution 
time of the new process by the waiting time of released 
resources with the calculation of the necessary time for its 
implementation and verification of the temporal restrictions 
imposed on it. The duration of the waiting interval is 
determined by the difference between the moment of 
generating a request for a resource for a new process and the 

moment they are released by executed processes. 5 After 
completing the previous action, the transition to the action 
<Management of executed and incoming orders> is performed. 

The implementation of this action is carried out taking into 
account the assessment of the feasibility of the process and the 
imposed temporal restrictions. The way out are actions to 
manage ongoing and new orders. 

This information technology supports the process of finding 
the necessary solution in the form of a sequence of priorities 
for the access of end-to-end business processes / orders to 
shared resources at all competitive points. The advantage of the 
technology is such an implementation of the process of finding 
the optimal sequences using the criteria of the remaining time 
and delay time for each business process, which ensures their 
implementation in a timely manner. 

Its practical implementation is shown by the example of 
management of ongoing and incoming new orders. The process 
of finding the required solution consists in determining the 
optimal access orders to the common resources of 3 orders (Z) 
at 7 competitive points (CT), which is shown in Fig. 1. 

This example shows all the possible and optimal sequences 
of the passage of orders at all competitive points. 

 

 
Figure 1. Sequences of orders of passage of orders of 7 

competitive points 

III. CONCLUSIONS  

The proposed information technology for the process 
management of end-to-end business processes allows for the 
operational management of such processes based on the use of 
formalized analogue models. Their application ensures the 
implementation of many processes in accordance with the 
temporal restrictions imposed on them. 
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Abstract. The idea of artifact-event description of a web-based 

IS during its operation is formulated. Definitions of the 

concepts of “artifact” and “event” are proposed. Based on 

these definitions, the concept of an artifact-event description 

of IS during its operation was developed as a set of basic 

provisions on the basis of which models of web-based IS will 

be developed. The developed concept was the basis for a 

formalized description of web-based IS models set. The main 

dimensions, on the basis of which the formalization of the 

descriptions of the web-based IS and its elements, are 

allocated. A formalized description of the web-based IS 

models set and its elements is proposed, the main subsets of 

models forming this set are considered. 

Keywords: information system, IT-service, artifact, event, 

model, commutative diagram. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Modern ideas about the life cycle of information system 
(IS) allow us to present the totality of the work of any 
particular IT company in the creation, implementation, 
maintenance and development of IS as a set of special cases of 
individual standard processes that are performed sequentially 
or parallel to each other. The connection between such 
processes is carried out through many artifacts, which are the 
results (outputs) of one process and at the same time the 
necessary information to start another process (inputs). 
However, it remains unclear today: is it possible to unify the 
presentation of such artifacts for IS for various purposes. 
Positive solution to this issue will significantly improve the 
efficiency and quality of management of IS life cycle processes 
by reasonably transferring the most successful management 
models, methods and practices identified on the basis of 
experience. Therefore, studies on the development of unified 
formal descriptions of IS and their elements are relevant not 
only from a theoretical, but also from a practical point of view. 

Currently, two main ways of describing IS are used - 
architectural frameworks and visual modeling languages. 
However, both methods involve the conversion of one IS 
description into another based on a set of general or particular 
knowledge and rules. Analysis of modern systems description 
languages (for example, SysML [1]) and architectural 
frameworks (for example, TOGAF [2] or RM-ODP [3]) 
suggests that these rules can be implemented as follows: 

 Particular rules for transforming one set of elements of 
visual models into another; 

 Set of general rules establishing the architectural 
semantics of different languages; 

 Set of general models and rules embodied in the form of 
a base or storage of IS artifacts. 

Therefore, it is necessary to solve the problem of 
developing the concept of a formal description of IS and its 
elements, on the basis of which it will be possible to form 
similar sets of particular and general rules. 

II. PROBLEM SOLUTION AND RESULTS  

Term "IS artifact" we will characterize that determinations: 

 Description of a separate element of IS at different 
stages of its life cycle;  

 Description of IS as a whole as an element of a larger 
system. 

An event that occurs during the operation of an IS or its 
element we will be characterize as separate action from the set 
of permissible actions performed on one, several, or all artifacts 
of the IS and elements of this artifacts and leading to a change 
in the state of these artifacts. 

Use of events to describe the behavior of IS allows us to 
formulate the concept of an artifact-event description of IS 
during its operation as a set of the following provisions: 

 Any IS can be represented as a set of separate artifacts 
that establish the set of acceptable states of the IS and its 
elements, and the set of events that transfer these 
artifacts from one state to another;  

 Any description of any IS artifact and event is an 
element of the universum, which includes both known 
and unknown to the Supplier, Consumer, or both of 
them IP artifacts and events, as well as methods for 
generating these artifacts and events; 

 Any description of any IS artifact and event is 
considered as the initial variety of representations of the 
IS element at different stages of its life cycle at the level 
of data, information and knowledge; 

 Any description of any IS artifact or event should be 
based on a process approach that defines the minimum 
process attribute model of IS element at different stages 
of its life cycle; 

 Management of any IS artifact or event should be based 
on an approach based on the principle of gradually 
converting the set of initial attribute values describing 
this artifact or this event into the set of desired values of 
the same attributes. 

In accordance with the service approach to the description 
of IS described in [4], it is proposed to use the following 
presentation levels of the operating IS: 
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 Level of managed objects and / or processes; 

 System-wide level; 

 IT accommodation (function) level; 

 IT service level. 
The concept of an artifact-event description of IS and its 

elements allows to distinguish the following levels of a formal 
description of an exploited IS: 

 IS meta-metamodels level (a subset of artifact and event 
models); 

 Level of IS metamodels (a subset of models of 
individual elements of IS and IS as a whole, based on an 
artifact-event description of IS); 

 Level of IS models (a subset of the models of a 
particular operating IS and its individual elements 
formed on the basis of IS metamodels). 

The need for a formal description at the same time 
according to the two dimensions highlighted above leads to a 
conceptual description of models set of operated web-based IS 
in the form of a two-dimensional matrix 

 

 

31 32 33 34

21 22 23 24

11 12 13 14

wIS wIS wIS wIS

wIS wIS wIS wIS wIS

wIS wIS wIS wIS

M M M M

M M M M M

M M M M

 
 

  
 
  

, (1) 

 

where wISM – is many models of exploited web-based IS; 

31
wISM  – is subset of artifact models that describe an abstract 

web-based IS as a single integrated IT product, and events that 

occur with these artifacts; 
32
wISM – is subset of artifact models 

describing an abstract web-based IS as a system consisting of 
personnel and complex automation, and events occurring with 

these artifacts; 
33
wISM – is subset of artifact models that 

describe an abstract web-based IS as a system of separate IT 
accommodation (function), and events that occur with these 

artifacts; 
34
wISM – is subset of artifact models that describe an 

abstract web-based IS as a system of separate IT services, and 

events that occur with these artifacts; 
21
wISM  – is subset of 

models describing an abstract web-based IS as a single 
integrated IT product in terms of an artifact-event description; 

22
wISM – is subset of models describing an abstract web-based 

IS as a system consisting of personnel and complex automation 

in terms of an artifact-event description; 
23
wISM – is subset of 

models that describe an abstract web-based IS as a system of 
separate IT accommodation (function) in terms of an artifact-

event description; 
24
wISM – is subset of models that describe an 

abstract web-based IS as a system of separate IT services in 

terms of an artifact-event description; 
11
wISM  – is subset of 

models describing a particular exploited web-based IS as a 
single integrated IT product in accordance with metamodels 

21
wISM ; 

12
wISM – is subset of models describing an abstract 

web-based IS as a system consisting of personnel and complex  

automation in accordance with metamodels 
22
wISM ; 

13
wISM – is subset of models that describe an abstract web-

based IS as a system of separate IT accommodation (function) 

in accordance with metamodels 
23
wISM ; 

14
wISM – is subset of 

models that describe an abstract web-based IS as a system of 

separate IT services in accordance with metamodels 
24
wISM . 

For matrix (1), the following condition is mandatory 
 

 
1...4, 1...3, 1...4, 1...3,

.ij ab
wIS wIS

i j a b b j

M M

     

 
 (2) 

 

Depending on the approach to describing a web-based IS 
adopted at the stages of its creation and implementation, 
mappings forming commutative diagrams, can be defined on 
set (1). Example of this diagram is given below: 
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. (3) 

 

III. CONCLUSIONS  

The proposed models set allows you to formally describe 
all the possible tasks that arise during the operation 
management of a web-based IS. 

Given the developed formalized description of models set 
(1), it becomes possible to develop a model of an artifact, an 
elementary-single and scenario-single event. It is these models 
that are proposed to be considered as the main elements of a 
subset of artifact models that describe an abstract web-based IS 
as a system of separate IT services and events that occur with 
these artifacts. Further, it is planned to develop the 
transformation of these models into a subset of models that 
describe an abstract web-based IS as a system of separate IT 
services in terms of an artifact-event description, using the 
model IT-service model built using the Model-Control-View 
framework as an example. 
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Abstract. The analysis of modern research on the problem of 

formal description of scenarios for the fulfillment of functional 

requirements is carried out. The research problem is 

formulated as improving the accuracy of identifying 

precedents in descriptions of functional requirements. A 

technique to refine the description of a functional requirement 

has been developed. The proposed methodology was tested on 

the example of the function “Formation and maintenance of 

the individual plan of the department teacher”. As a result of 

testing, the precedents of the function were clarified. 

Keywords: Use Case diagram, functional requirement, case, 

mathematical model, individual plan. 

I. INTRODUCTION AND PROBLEM STATEMENT OF THE 

FORMATION OF FUNCTION USE CASES BASED ON 

MATHEMATICAL MODEL THIS FUNCTION 

Modern paradigm for describing system requirements is 
based on the publication of the requirements in the form of 
scripts. An example of the implementation of a given paradigm 
using visual models of the Unified Modeling Language (UML) 
is a model of the requirement provided by Microsoft 
Corporation [1]. Interest growth in research into the aspects of 
application of models for requirements engineering shows in 
[2]. One of area of this researches implies the development and 
improvement of models and methods of requirements 
engineering based on the identification and the formal 
description of knowledge from unstructured and weakly-
structured texts. Thus, paper [3] discusses the issues on 
comparing and merging the elements of a system whose 
description are published in the form of Use Case diagrams, 
Activity diagrams, and data flow diagrams. Article [4] 
addresses the issue of converting the publications on 
requirements by rightsholders in an executable system model 
using behavior models by applying the Activity and State 
diagrams of UML. Solving the tasks on analyzing the 
requirements to IS, the description of which employed the 
UML class diagrams, was considered in [5]. Formal description 
of Use Case Diagram is given in [6]. 

However, the question remains open of how to highlight 
individual cases in the description of scenarios for fulfilling 
functional requirements. Existing recommendations do not 
allow us to formulate a general rule for the formation of 
precedents in the analysis of weakly-structured texts. 
Therefore, it should be recognized necessary to conduct a 
special study to find ways to identify cases in the description of 
the functional requirement scenario. 

II. PROBLEM SOLUTION AND RESULTS  

The main problem of modeling precedents based on a 
textual representation of a subject area is the problem of 
blurred perception of individual fragments of this 
representation. Such a blur occurs due to the presentation of 
individual fragments of the text as separate precedents. This 
representation cannot be clarified until an analysis of the 
actions sequence of the investigated scenario is carried out.  

To clarify textual representations in the process of 
collecting requirements, it is proposed to conduct a study of the 
structure of mathematical models describing the subject area. 
In the course of this study, it is proposed to describe each term 
or factor of the mathematical model, which has independent 
significance, with separate precedents on the Use Сase 
diagram. 

Most often, mathematical models of the subject area are 
presented in the form of equations or inequalities. Therefore, a 
study was conducted on the highlighting of precedents of the 
functions of the organization’s management system based on 
text descriptions and mathematical models of these functions. 
As a result of the research, a technique for clarifying the 
description of a functional requirement is proposed. A 
generalized algorithm for performing this technique consists of 
the following steps. 

Step 1. Separation of the document under study into its 
component parts. 

Step 2. Designation of each part of the document as a 
separate element of the mathematical model and determination 
of the type of this model (additive or multiplicative). 

Step 3. Analysis of the possibility of detailing the 
presentation of each element of the model as separate equation 
or inequality. If this is not possible, go to Step 5.  

Step 4. Record detailed representations of the elements of 
the mathematical model and return to Step 3.  

Step 5. Record the final presentation of the mathematical 
model of the document and highlight cases based on it. Clarify 
the previously highlighted list of cases. Completion of the 
algorithm. 

Consider the application of this technique in the 
development of the functional task "Formation and 
maintenance of the individual plan of the department teacher". 
As a result of Step 1, it was found that subject area of this task 
can be represented by the “Individual Plan” document, which 
consists of six separate parts: 

 position and stake; 

 education work; 

 educate-methodical work; 

 scientific work; 

 organizational and educational work; 
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 final distribution of time by type of work for the 
academic year. 

During the implementation of Step 2, it was found that the 
last part of the Individual Plan document is an additive 
equation, which is a mathematical model of the remaining parts 
of this document. Therefore, the result of Step 2 is represented 
by the following equation: 

 

 1 2 3 4e eC T T T T     , (1) 
 

where e – is part of teacher's rate; eC  – is quantity of 

hours allocated for one teacher’s rate for the planned academic 

year; 1T – is quantity of hours of education work planned for 

the academic year; 2T – is quantity of hours of educatе-

methodical work planned for the academic year; 3T – is 

quantity of hours of scientific work planned for the academic 

year; 4T – is quantity of hours of organizational and 

educational work planned for the academic year. 
During the implementation of Step 3 and Step 4 it was 

established: 

 when planning education work, you should consider: 
- types of academic disciplines; 
- types of flows in which groups of students are 

combined; 
- types of academic work (lectures, practical exercises, 

laboratory work, etc.); 

 when planning educatе-methodical work, you should 
consider: 
- types of methodological work that must be performed 

for successful completion of the academic work; 
- types of methodological work that needs to be done to 

improve quality of academic work. 
Therefore, (1) as a result of Step 3 and Step 4 was 

converted to the following equation: 
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where abct – is quantity of hours of academic work that is 

planned to groups of students and to academic discipline; dt  – 

is quantity of hours of methodological work that is planned to 

successful completion of the academic work; ft – is quantity 

of hours of methodological work that is planned to improve 

quality of academic work; gt – is quantity of hours of types 

scientific work that is planned for the academic year; g – is 

planned number of results of the type of scientific work; gq – 

is planned number of co-authors for the result of the type of 

scientific work; it – is quantity of hours of organizational and 

educational work that is planned for the academic year. 
Equation (2) must be met subject to the conditions: 
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As a result of Step 5, a list of the following precedents of 
the function under study was obtained: 

 forming document section "position and stake"; 

 quantification of hours of education work planned for 
the academic year; 

 forming document section “education work”; 

 quantification of hours of methodological work that is 
planned to successful completion of the academic work; 

 quantification of hours of methodological work that is 
planned to improve quality of academic work; 

 forming document section “educate-methodical work”; 

 quantification of hours of scientific work planned for 
the academic year; 

 forming document section “scientific work”; 

 quantification of hours of organizational and 
educational work planned for the academic year; 

 forming document section “organizational and 
educational work”; 

 forming document section “final distribution of time by 
type of work for the academic year”. 

III. CONCLUSIONS  

The proposed technique allows to increase the accuracy of 
determining individual cases for describing scenarios for the 
implementation of functional requirements for IS. The 
consequence of applying this methodology in the process of 
collecting requirements from stakeholders will be a reduction 
in the number of errors in the identification of duplicate 
scenarios. 
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system services integration is grounded. Rapid development of 
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processes. For successful integration of information system 
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perform integration on the data level. The use of data 

integration systems is relevant to the integration of databases. 

The advantage of integration of information system at the data 

level is the low cost of integration. 
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I. INTRODUCTION AND PROBLEM STATEMENT  

At present, enterprises face the problem of integrating 
information system services, which are in different sources. 
The rapid development of the market entails the merger and 
consolidation of enterprises, which subsequently leads to the 
fact that the information system existing in the enterprise needs 
to be adjusted and adjusted to these changes. There is a need to 
quickly get access to integrated services of all organizations 
that are part of the enterprise. Thus, the approach to services 
unification by means of information system's data integration 
systems application is relevant [1]. There are a number of 
problems [2], which the developer of integration solutions 
faces, which can lead to information loss or significant losses, 
due to re-engineering of processes in the integration of key 
business processes of the company. 

The issues of incompatibility of solutions of information 
system services integration tasks from different manufacturers 
were considered in [3]. The authors noted that process 
management solutions from one vendor do not interact with 
solutions from another, incompatibility of the presentation and 
format used by the vendors can hinder the interaction. They 
also noted that ISO 15746 standard can facilitate the task of 
integrating information system services. Based on the standard, 
they modeled the main components of the system using tools 
from different manufacturers, implemented information models 
and integrated the key functions of the system. 

II. PROBLEM SOLUTION AND RESULTS 

There is a task "Formation and maintenance of an 
individual plan of a teacher".  To solve this problem, a single 
database was created, which includes information about all 
types of teacher's work (academic work, scientific work, 
methodical work, organizational and educational work, as well 
as a list of positions and long-term assignments) and the load of 
the teacher. 

 
There is a conceptual idea to create for each type of 

teacher's work, which is described in the individual plan of the 
teacher, a separate service - a micro-database, which will cover 
the functionality of this work. Thus, each section of the 
individual plan will represent a separate service of the 
information system. The resulting micro-databases should be 
integrated into a single database of the information system. At 
this level of integration, applications are configured to work 
with a single database.  When using a single database for the 
information system services integration tasks, problems of data 
duplication or complexity of their extraction from hierarchical 
structures arise [4].  

  The obtained solution of an information system services 
integration task is to be compared in terms of adequacy with a 
database, which was obtained when solving the task 
"Formation and maintenance of an individual plan of a 
teacher".   

III. CONCLUSIONS  

The task of information system services integration at the 
moment is urgent, because the rapid market development leads 
to changes in information systems at enterprises. Development 
and maintenance of a fully integrated system is very expensive. 
The main problem of such systems is that when changing 
business processes at the enterprise it will be necessary to 
completely rebuild the system to meet the necessary 
requirements. The advantages of integration at the data level 
are low integration costs [5].  
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I. INTRODUCTION AND PROBLEM STATEMENT  

Microservices architecture has a positive impact on 
enterprise applications. Let’s review general goals and 
principles for a microservice architecture (MSA). Here are the 
four goals to consider in Microservice Architecture approach 
[1-2]. Reduce Cost: MSA will reduce the overall cost of 
designing, implementing, and maintaining IT services. 

Increase Release Speed: MSA will increase the speed from 
idea to deployment of services. 

Improve Resilience: MSA will improve the resilience of 
our service network. 

Enable Visibility: MSA support for better visibility on 
your service and network. 

At the same time microservice architecture follow basic 
principles: 

 Scalability; 

 Availability; 

 Resiliency; 

 Flexibility; 

 Independent, autonomous; 

 Decentralized governance 

 -Failure isolation; 

 -Auto-Provisioning; 

 -Continuous delivery through DevOps/ 
Business logic implements business rules is the base part 

of the enterprise applications. The development of an 
application with complex business logic is a complicated and 
time-consuming process. 

At the same time, designing and implementation of 
complex business logic for applications are based on 
microservice architecture is harder than for monolithic 
applications. The main reason is the requirement to split the 
whole logic effectively between different microservices. 

The typical domain model looks like a spiderweb of 
interrelated classes. To build complex software applications 
based on the microservice architecture it is required to solve 
two essential problems. 

The first problem is that hierarchy of classes in 
microservice architecture should be split by services, unlike 
monolithic architecture. Therefore, first of all, it is necessary 
to get rid of the objects' references that cross boundaries of 
services. 

The second problem lies in the design of the business logic 
that is restricted by the usage of transactions in a microservice 
architecture.   

II. PROBLEM SOLUTION AND RESULTS  

The current work uses the modern methodology of 
domain-driven design (DDD) as a fundamental approach for 
developing enterprise applications [3]. This approach includes 
firstly usage of strategic and secondarily tactic design patterns. 

Basic concepts of domain-driven design using strategic 
templates [4]: 

 Single language; 

 Limited context; 

 Subject domain, 

 Subject subdomain; 

 Semantic core; 

 Context map. 
Strategic design patterns are used in different modern 

enterprise applications as building blocks. Some of them are 
supported by such frameworks as JPA and Spring. To achieve 
strategic development is enough to use such tools. 

It is proposed to use the base pattern “Aggregate” in this 
work that is one of tactical design patterns used in DDD 
methodology. It structures the business logic as a set of 
aggregates. These building blocks are very useful during 
development of microservices. 

The domain model describes a set of classes and the 

relationship between them in traditional object-oriented 

design. Classes are usually grouped into packages. The 

boundaries between different business objects are not clear in 

the traditional domain model. Such ambiguous vague 

separation may cause problems, especially in microservice 

architecture.  

The lack of clear boundaries also causes problems when 

updating a business object in addition to conceptual 

uncertainty. A typical business object has invariants, i.e. 

special business rules that must always be followed. But for 

observance of invariants it is necessary to carefully design 

business logic.  

Changing or updating parts of a business object directly 

may result in violation of business rules. “Aggregate” as 

tactical pattern of DDD methodology helps to solve this 

problem effectively. 

In this case, the aggregate is the cluster of domain objects 

that can be used as unified whole. It consists of a root entity, 

as well as one or more entities and objects. Many business 

objects are designed as aggregates. For example, "Gas 

transportation" subject domain contains some nouns like “Gas 

pipeline section”, "Compressor yard ", "Compressor station" 

are aggregates. 
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 The “Aggregate” pattern creates a business model in the 

form of a set of aggregates, i.e. graphs of objects that can be 

used as a unified whole. Structuring the domain model as a set 

of aggregates defines clear boundaries.  

Aggregates break down the domain model into blocks and 

it’s easier to design them individually. They also determine the 

scope of operations, such as updating, fetching, and deleting.  

The aggregate is often loaded from the entire database, it 

allows to avoids any problems with lazy loading.  

When an aggregate is deleted from the database all its 

objects are deleted too. 

Updating the whole aggregate, and not its individual parts, 

solves problems with consistency as described in the previous 

example. Update operations are called for the root of the 

aggregate, which ensures the observance of invariants. 

In addition, in order to maintain competitiveness, the 

aggregate root is blocked by version number or database 

isolation level. However, it should be mentioned that this 

approach does not require updating the entire aggregate in the 

database. 

Another rule that aggregates must obey is that a transaction 

can only create or update one aggregate. This limitation is 

ideal for microservice architecture. It ensures that the 

transaction does not overstep the limits of the service. It also 

agrees well with the limited transnational model of most 

NoSQL databases. 

It is important to decide how big it is necessary to make 

this or that aggregate during developing a domain model. On 

the one hand, ideally, aggregates should be small.  

This will increase the number of simultaneous requests that 

your application is able ot handle and improve scalability as 

each aggregate's updates are serialized.  

This will also have a positive effect on the experience of 

interaction, as it reduces the probability that two users will try 

to make conflicting changes to the same aggregate.  

But on the other hand, an aggregate is the scope of a 

transaction, therefore, in order to ensure the atomicity of a 

certain update, on the contrary it is worth making it larger.  

The negative aspect of large aggregates in the context of 

microservice architecture is that they prevent decomposition. 

For example, the business logic for orders and customers 

should be in the same service, which makes this service more 

volumetric. Considering these problems it is better to make 

aggregates as small as possible. 

The main part of the business logic consists of aggregates 

in a standard microservice. The rest of the code belongs to 

domain services and narratives. 

Narratives orchestrate local transaction chains to ensure 

data consistency. 

Services serve as entry points of business logic and are 

called by inbound adapters.  

The service uses the repository to retrieve aggregates or 

save them to the database.  

Each repository is implemented by an outgoing adapter 

that accesses the database. 

In the context of DDD, a domain event is something that 

happened with an aggregate.  
In a domain model it is a class. An event usually represents 

a state change. In this work, it is recommended to use the 
“Domain Event” template - the aggregate publishes a domain 

event at the time of its creation or during some other 
significant change.  

The usefulness of domain events relates to the fact that 
other parts of the interaction (users, external applications, or 
other components within the same application) are often 
interested in information about changes in the state of the 
aggregate. 

A domain event is a class with a name based on the passive 
participle of the past tense. It contains properties that 
expressively describe this event. Each property is either a 
simple value or an object.  

A domain event usually has metadata, such as its identifier 
and timestamp. It may carry the identifier of the user who 
made the change, as far as it is useful for audit. Metadata can 
be part of an event object - possibly defined in the parent 
class. Or they can be inside the wrapper around the event 
object. The identifier of the aggregate that generates the event 
may also not be its direct property, but it can be part of the 
wrapper.  

But the disadvantage of requesting an aggregate from a 
service is the additional costs of fulfilling this request. 
Alternatively, you can use event enrichment.  

It means that events contain the information that a 
consumer needs. As a result, event consumers become simpler 
because they no longer need to request data from the service 
that posted the event. Event enrichment simplifies consumers, 
but the drawback of such approach is the risk of violation of 
open/closed SOLID principle for event classes.  

These classes can potentially be changed each time when 
clients’ requirements are changed. This can adversely affect 
support of event as such kind of changes can affect several 
parts of the application. 

Earlier, the main reasons why aggregates are suitable for 
developing business logic in a microservice architecture were 
presented. 

When an aggregate is created or updated it must publish 
domain events. These events have many  implementation 
areas. Subscribers of domain events notify users and other 
applications, as well as publish messages in a client browser 
via WebSocket. 

III. CONCLUSIONS 

A good way to organize the business logic of a 

microservice is to split it into aggregates according to the 

DDD principle. Aggregates make the domain model more 

modular, exclude the possibility of using object references 

between services and ensure that each ACID transaction is 

performed within the same service.  
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Abstract. The subject of research is the process of 
reengineering the automated working places of specialized 
information systems of an organization. The technology of 
reengineering of specialized information systems is offered, 
which consists in the choice of organizational and technical 
structure of working places of staff taking into account the 
influence of the degree of automation of project decisions on 
the performance indicators of the organization. The use of the 
developed technology makes it possible to make rational 
choice of design solutions to increase the degree of 
automation of working places, which ensures improvement of 
the performance indicators by maximizing the completeness 
and reliability of data entry in the conditions of uncertain 
reengineering costs. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

One of the mechanisms for improving the performance of 
the organization, and thus maintaining competitiveness is the 
development of an information system that provides information 
support for the business processes of the organization. 
Information systems provide data collection and data processing 
during the execution of business processes with varying degrees 
of automation, which affects the completeness and reliability of 
information of business processes information support. The 
completeness and reliability of data collection and processing is 
particularly critical for specialized information systems in which 
information support affects the quality of the end result, for 
example, related to human biological and infectious safety.  

Accordingly, such specialized information systems need to 
be upgraded or reengineered in order to improve the indicators 
that evaluate the performance result of the organization. The 
need for reengineering or upgrading of specialized information 
of the system can be caused by the emergence of new vectors of 
development of the organization, the emergence of new 
regulatory requirements for business processes and new 
information technologies, the presence of initial errors in the 
design of specialized information system.  

II. PROBLEM SOLUTION AND RESULTS  

At present, there are several concepts: reengineering, 
modernization, migration, evolution, restructuring of the 
information system, which in one way or another determine the 
improvement of the current information system [1]. 

Much attention is paying to the study of methods, models 
and technologies of reengineering or upgrading information 
systems that include the relevant phases or steps [2]. At the 
same time, there are no generally accepted methods, models 
and technologies of reengineering of specialized information 
system, which would provide determination of rational variant 
of organizational and technical structure of working places 
taking into account influence of degree of automation of 
workplaces on indicators of activity of organization and 
uncertainty of spending resources on reengineering. 

The following technology is proposing for reengineering of 
specialized information system: 

 decomposition of business processes of the subject area;  
 decomposition of specialized information system into 

automated working places [3]; 
 determining the degree of automation of each working 

place [4]; 
 formation of datasets of information support of business 

processes with appropriate degrees of automation [5]; 
 identifying performance indicators that are affected by the 

completeness and reliability of the data collection; 
 expert evaluation of the importance of datasets; 
 determining the importance of each working place; 
 formation of a table of impact of datasets on certain 

performance indicators of the organization; 
 analysis of the functional structure of the specialized 

information system for compliance with the established 
requirements and standards; 

 formation of many alternative variants of design decisions 
for working places; 

 determination of partial performance indicators of each 
working place under the respective variant of the design 
decision and costs for modernization; 

 selection of rational organizational and technical structure 
of the each working place according to the criterion [6]. 

III. CONCLUSIONS  

It is advisable to use the proposed technology of 
reengineering of the specialized information system to increase 
the performance of the organization by modernizing the 
organizational and technical structure of the automated 
workplaces in the conditions of unspecified reengineering 
costs. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Nowadays, monitoring information systems are often used 
to obtain not only statistical information, but also for 
subsequent processing of this information. In particular, such 
systems are being actively implemented in public transport, 
because public transport monitoring can reduce costs of using 
public transport and if it is necessary reorganize public 
transport movement to improve service quality and road safety 
[2-4]. 

II. PROBLEM SOLUTION AND RESULTS 

The implementation of a monitoring system in an 
automated fare collection system of public transport will allow: 

1. Generate a history of movement for each vehicle and 
save this data to the archive. 

2. To collect statistics on mileage, speed and perform the 
calculation of the average fuel consumption. 

3. Organize control of which users and organizations can 
view information of monitoring system and carry out 
transactions. 

4. Carry out messaging with drivers, control the situation 
on the road and predict delays. 

5. Prohibit the misuse of public transport. 
6. Inform about various target events. 
7. Collect statistics on movements with subsequent 

transfer to the accounting system and analysis. 
8. Control of working hours, including continuous 

driving of one driver. 
9. Speed monitoring. 

Also, additional functions will become possible due to 
sharing TMS modules with the monitoring system. For 
example, it will be possible to compare the actual movement of 
the public transport with the planned route or to inform about 
events such as deviation from the route, fuel drain, engine 
shutdown, etc. 

To relieve the operator from the need to constantly monitor 
the status of transport in the online mode, in the TMS 
monitoring module can be implemented the ability to generate 
messages to the operator about different events on the road. But 
this requires the installation of additional sensors, on the basis 
of which information will be generated, such as accurate fuel 
gauges, opening or closing doors, temperature control etc. 

Control over the actions of drivers will lead to a reduction 
in GSM costs by 10-15%, which will cover the cost of GPS 
monitoring services. 

The monitoring system can be implemented using a GPS 
module integrated in an automated fare collection system. This 
will expand the capabilities of АFC system, which in turn has 
everything necessary to receive, store and process the 
necessary information about the transaction. Then it can 
transfer all the necessary information to the processing center, 
where real-time information processing will be recorded. 

According to the research work [1] bandwidth consumption 
with the available public transport mode for a month is not 
more than 50 megabytes, which is 9% of the total traffic for the 
transmitting GPS coordinates. 

The obtained data can either be accumulated in a GPS 
tracker or in on-board computer and then transferred to a 
central base, or transmitted to a central server in real time mode 
to a processing center. 

Nevertheless, it is necessary to comprehensively study the 
effectiveness of implementing public transport monitoring. It is 
also necessary to provide competently administrative 
management of the monitoring system and ensure the security 
of information in the monitoring system, because intruders can 
use it for their own purposes. 

III. CONCLUSIONS  

Thus, the implementation of a monitoring system in an 
automated fare collection system will provide many advantages 
that can improve public transport system to a new level of 
service.  

Using monitoring systems allows to collect data from 
devices with one or more communication servers, Then it 
redirects databases to the main server and distribute them 
between connected intermediate servers that will provide user 
interaction or performing background tasks. Such a 
construction of the monitoring system will allow users from 
different regions to work with the closest regional web server 
with a minimum delay to it. 
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Abstract. The work is devoted to the topical problem of word 

search in texts, the implementation of which is essential in 

such tasks as electronic dictionaries formation, digital 

libraries creation, data compression, forecasting algorithms 
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work on this issue is the speed of the existing algorithms 

implementation. In the work, the existing algorithms speed 

analysis was conducted and realization by means of a hybrid 

computer system was proposed. 

Keywords: word pattern, parallelizing, high-performance 

computing system, Boyer-Moore algorithm. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Continual accumulation of information results in an 

increase of the information volume in electronic information 

resources (IR) warehouses. This does not complicate 

information processes connected with data mining, exchange, 

accumulation, storage, retrieval and transfer, however, this 

inhibits accomplishment and implementation time increment 

of such information processing operations as the given 

information search [2] and processing due to the growth of the 

number of computing operations necessary for the solution of 

the problem of information search in IR storages. Numerical, 

textual, graphical, audio and video data are distinguished 

according to the way of information representation. We will 

focus on the study of textual information being the kind of 

information represented in the form of written text, i.e. in the 

form of a predetermined sequence of symbols, because any 

kind of text analysis [1] (morphological, syntactical and 

semantic) is applied in a wide variety of applied fields such as 

marketing and market research, mass media and social 

networks monitoring, tonality analysis as well as opinion, 

feedback and complaints rating, for the search of answers to 

questions received by call-centers, for possible events forecast, 

in security systems, enabling to lock transfer of unwanted or 

sensitive information through the Internet etc. 

All the above-mentioned types of text analytics and its areas 

of application explain the relevancy of developing methods of 

accelerated text search in large input text data arrays by means 

of the review and adaptation of the existing traditional 

methods of data mining for shared memory parallel computing 

systems and massively parallel systems. 

II. PROBLEM SOLUTION AND RESULTS  

Among the existing algorithms of word pattern search in 
texts, the following algorithms are extensively used and have 

the given performance: linear search ( ))(( lltO  ), Aho-

Corasick, Boyer Moore ( )/( ltO ), Knuth-Morris-Pratt 

( )( ltO  ) and Rabin-Karp ( ))(( lltO  ) algorithms, in 

which t is the source text length,  l  is the search word length. 

With regard to the given performance, Boyer Moore and 
Knuth-Morris-Pratt algorithms were adapted in the work for 
massively parallel systems. 

Distribution of source text among shared memory 
computers and application of the fork-join program model 
supported by Boyer Moore algorithm provide for the rapid 

(where t =18589 and l =9, the search time for search word is 

3,56ms) and almost error-free (0,018%) word pattern search in 
the text. 

A large amount of computers available in massively 
parallel systems and GPGPU concept utilization with the 
application of Knuth-Morris-Pratt algorithm enable rapid 

(where t =18589 and l =9, the search time for search word is 

1,85ms) almost error-free (0,084%) word pattern search in the 
text. 

III. CONCLUSIONS 

Analysis of the obtained results showed that an increase in 
the number of search words is followed by an increase in the 
search time as well as an increase in search time is caused by 
an increase in the source text size. 

Application of shared memory multiprocessors enables to 
acceleration of up to 90 times while massively parallel systems 
provide for the acceleration of up to 135 times. 
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Abstract. Creating a computer system for translating text from 

hybrid languages into any arbitrary language is a challenge 

not only for our country. The global trend of  borrowing words 

from other languages is spreading rapidly and leading to the 

emergence of new so-called "mixed" languages. We propose 

an algorithm for constructing a dictionary and presents 

translation results that show up to 65% translation accuracy. 
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I. INTRODUCTION AND PROBLEM STATEMENT  

In the modern world, there are a large number of different 
languages that can be mixed, to borrow foreign words, leading 
to the emergence of so-called hybrid languages and slang. 
Slang - very informal language that is usually spoken rather 
than written, used especially by particular groups of people[1]. 
Online translators like Google, Yandex can translate only 
around 100 literary languages. In addition, adding new words 
for translation is usually impossible, which is not enough in the 
modern world.  

Today, there are no specialized translators available for 
translating slang or hybrid languages, but their number is 
constantly increasing. Previously, new slangs were born during 
the influence of neighboring countries upon them and 
depended on a particular territory or among people of a 
particular profession. But they were quite similar to the 
original, with the addition or change of not usually a large 
number of words. Nowadays, slang is formed under the 
influence of a certain book, movie, game and may not be 
understood by a stranger. 

This causes the relevance of the algorithm for constructing 
the dictionary to translate text from hybrid languages and slang 
into existing languages of the world, and also developing a 
“mixed language translator” application based on the proposed 
algorithm. 

II. AIMS AND TASLS OF THE WORK 

The main purpose of the project is to implement processing 
of the input text, turning it into a dictionary and the opportunity 
to use this dictionary to translate. 

To achieve this goal, the following tasks must be solved: 
- create an algorithm for constructing dictionary to translate 

text from hybrid languages and slang existing world languages; 
- developing a “mixed language translator” application 

based on the proposed algorithm. 

III. PROBLEM SOLUTION AND RESULTS 

To accomplish these tasks, a software package of 10 

programs was developed: 

№1 - Initial Text Processing; №2 - bilateral improve 

processing dictionary; №3 - improving translation of similar 

languages by the n-gram algorithm;[2] №4 - improving 

translation of similar languages by Knut-Morris-Pratt 

algorithm;[3][4] №5 - search phrases, phraseology and 

translation for them; №6 - a combination of 2 words in one 

language[5] №7 - build vocabularies in other languages and 

improve vocabularies using already built ones; №8 - 

supplementing the finished dictionary with other texts; №9 - 

splitting the dictionary into dictionaries with a small 

percentage of text intersection; №10 - translator. 

 

 
Figure 1. Flowchart of the algorithm 

 

The algorithm have the following structure. Programs 1 and 

7 are input and are only used for initial word processing. All 

programs except 1, 7, and 10 improve the dictionary until the 

required quality of the dictionary is reached. After achieving 

the required quality, the dictionary is transmitted to the 

translator program, which interacts with the user translating 

the input data. 

IV. CONCLUSIONS 

There is potential for further work on the system. During 

the testing, no critical errors were detected at any of the stages 

of operation. 

For further development, it is suggested to consider the 

problem of changing the translation by re-entering the same 

data and entering incorrect data. Also possible to develop the 

idea of common vocabulary that is stored on a server and the 

translation via the Internet. 
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Abstract: The presented work is dedicated to the issues of 

development software-hardware complex of access control 

and management based on Arduino platform. The hardware 

part of the complex works together with the web-application, 

created using React, Redux, Node.js and MongoDB 

technologies. This provides extensive functionality of the 

application. 
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I. INTRODUCTION AND PROBLEM STATEMENT 

In commercial and industrial settings, the issue of access 
control of identified individuals to various buildings and 
premises is one of a high-priority. The possibility of control 
comprises the prevention of access by the mechanism 
responsible for the functions of locking and unlocking.  

Management of access control system allows to change the 
privileges of selected individuals and record all attempts of 
entrance. The use of RFID tags, which may be implemented in 
different formats, became a common method of user 
identification. 

Comparison of existing systems of access control and 
management (SACM) revealed a range of their drawbacks: 
high cost, limited functionality, inability to save data on the 
personal server, limited ability to activate/deactivate access 
keys without rewriting software, complicated management of 
users' RFID tags status. 

II. PROPOSED SOLUTION 

The solution of the issue of access control and 
management is development of competitive software-
hardware complex, which provides versatility, as well as the 
ability to broaden functionality.  

Proposed solution is based on the use of hardware platform 
Arduino. Module RC522 is used to read data from an RFID 
tag. NodeMCU platform is used to process and send RFID tag 
data to the server. This platform is also a controlling 
mechanism (with the use of switching relay and solenoid) for 
granting access. This platform represents a board for 
development based on ESP8266 (version ESP12E) and 
includes UART-Wi-Fi module with low energy consumption 
[1].  

Performance of switching relay and solenoid depends on 
power availability, in the case of absence of which, the 
complex is not able to function properly and remains in a 
closed state. This allows to prevent trespassing onto a 
premises by shutting down the power grid. 

Web-application is used for managing the hardware part of 
the complex, server side of which is responsible for the 
business logic of SACM solution, and is implemented on a 
programming platform Node.js using Express framework [2]. 

Interaction with the hardware part takes place with the help of 
HTTP request that is sent from Node MCU platform to the 
server, which processes received data and sends back a 
response. The use of Node.js platform together with Socket.io 
library provides convenient application of WebSocket 
communications protocol, which allows transferring data from 
the server without waiting for a request from the client side. 

Data is saved by means of non-relational database 
management system MongoDB, to work with which ODM 
(Object Data Modelling) library Mongoose is used. This 
ensures safety, simple integration and high productivity of 
data manipulation [3].  

Client side is implemented in the form of an SPA-
application, by means of which administrator can control 
access and view logs by graphic interface [3]. Administrator 
can add new users to the system and change status of existing 
RFID tags, which have been used at least once for an attempt 
of entrance. The developed solution allows to collect data 
about all entrance attempts regardless of their result or 
whether the users are in the database and export of data in 
CSV format for further processing. 

Client side was created with the React library, used for 
making user interfaces and intended to solve issues of partial 
renewal of web-page content [4]. For controlling the state of 
the developed SPA-application, React is used in combination 
with Redux library. Redux enables saving the state of the 
whole application in the tree of objects in a single storage.  

III. CONCLUSIONS 

The developed solution for access control and management 
encompasses software part and hardware part. Software part is 
in the form of a web-application which combines simple 
graphic user interface, support of necessary functionality and 
the possibility of its expansion. Hardware part is implemented 
on NodeMCU platform containing a microcontroller, Wi-Fi 
module, which is well suited for creating Internet of Things.  

Using the suggested complex will provide the flexibility of 
setting access modes, logging and controlling working hours, 
higher level of safety and a possibility to receive information 
regarding whether employees adhere to the work schedule or 
not.  
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Abstract. Modern information systems today necessarily use 

cloud resources. But there is still the problem of choosing the 

best platform for remote access to computing resources. The 

following is a methodology approach to choosing a Cloud 

platform and provides recommendations for how to choose  

one of them.  The methodology is based on the use of a specific 

system of criteria, the values of the estimates of these criteria 

and estimates of weighting factors of significance. 
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I. Introduction and Problem statement  

Nowadays, the modern information systems necessarily use 
the cloud resources. 

This concept provides for remote processing and storage of 
data. It gives Internet users access to the server's computer 
resources and to the software services as an online service. 
That is, if you have an Internet connection to the Cloud, you 
can perform complex calculations, process data using the 
power of a remote server. And you don't have to buy the right 
hardware. It is sufficient only to get the Internet connection. 

The demand for such resources is huge. More and more 
offers appear on the market. Choosing a particular cloud 
service provider is an urgent task. This task is especially 
important for new pilot projects and start-ups. 

Nowadays, there are many available efficient services in the 
cloud services market. A big world leader companies and small 
firms use these services today. Cloud platforms are not the 
same and differ in conceptual approach, set of provided 
services, prices, etc.. But, owners of Cloud services perform 
roughly the same actions - providing these services for free or 
for a fee.  These services cover access to powerful computing 
resources, software, related technical documentation, and 
recommendations how to use all of the services.   

Thus, we can distinguish the problem of choosing the best 
cloud platform for our needs. The choice is complicated 
because there are a lot of Cloud services in today's IT market.  
They have different characteristics and prices of services.  But 
they are open for investigation and discovering to get the best 
solution and to find the best choice of the usage  [1]. 

II. PROBLEM SOLUTION AND RESULTS  

In order to choose the best cloud platform, all the financial, 
functional and technical requirements for the project should be 
defined and prioritize all needs.   

The leaders of the modern European and American 
markets, which fully meet all the requirements of the basic 
criteria, can be called platforms from Amazon (AWS), Google 
Cloud and Microsoft Azure [2, 3, 4]. It should be noted that in 

the Asian market, the main leader is Alibaba Cloud (included 
in the holding of Alibaba Group). 

It is proposed to perform the following three steps to 
choose a cloud platform: 1) Identify technologies; 2) Price and 
pricing model; 3) Evaluation of platforms by special criteria. 

 
A. Description of the methodology. 
The methodology involves a two-stage assessment. The 

first stage is a preliminary assessment. The second stage is a 
detailed assessment. 

The first stage includes four steps: 1) Definition of 
technologies, 2) Cost models; 3) Compatibility with general 
requirements 4) Compatibility of the project with available 
specialists. At this stage we determine a quality estimation.  

The second stage includes a detailed assessment of 6 
criteria.  At this stage we determine a  quantity estimation. For 
each of criterion we use  a significance coefficient and special 
expert evaluation.  

 
B. Description of the first stage 
 

1) Identify technologies. We need to determine what 

technologies, protocols, programming languages are required 

to complete your project. Do not consider platforms that do 

not provide these capabilities. Although today almost all 

platforms support services for all software platforms. There 

are only  some differences in stability and reliability. 
 
2) Cost models. In most cases, customers choose the 

financial and resource model of payment - it reflects the 
financial impact of resources on the service, which is more in 
line with the economic nature of cloud services. It takes into 
account not only the maximum number of virtual resources of 
the cloud platform (systems, clusters), but also other expensive 
equipment, that requires to be.   

In general, the pricing model is the exchange process where 
the client/end-user pays for the services offered by the cloud 
provider. 

 
Table 1. Cost models 

 

Provider Cost model  

AWS Fee per hour / week for resource use. 
Fee for temporary / permanent data transfer, GB. 

Google 
Cloud 

 Fee for basic kit by developer or professional (data 

transfer, resources, consultation of technicians, etc.) 

Microsoft 
Azure 

 Fee per hour / week for computing capacity and for 

temporary / permanent storage of GB of data in storage 

 
Cloud service providers have 2 main pricing models: static 

and dynamic. In the first case, the price remains unchanged 
after its determination, in the second case it changes 
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dynamically according to the availability of resources, demand 
and so on. 

Among the main fixed or variable factors that affect pricing 
in cloud providers are the following: 

 - Quality and cost of service; 
- Investment amount (provider costs for cloud services) 
- Lease  contract term; 
- Reputation of cloud users and providers. 
 

3) Compatibility with general requirements. When 

developing systems, there are often requirements for 

compatibility of the developed system with existing ones and 

compatibility with customer requirements. A typical example - 

for many solutions, it may be the best option - choose AWS, 

but there is the same requirement to choose only MS Azure. 
 
4) Compatibility of the project with available specialists. 
An important aspect when choosing a cloud platform is the 

availability of certified specialists for a particular platform. The 
more certificates and the higher the rank of certificates could 
help to choose the more compatibility cloud platform. 

 
C. Description of the second phase 
 
5) Evaluation of platforms by special criteria 
a) Physical protection. This requirement is mandatory for 

any cloud platform, as the threat of cyberattacks is constantly 
increasing. For the protection, new and updated security tools 
are being added: unique scanning anti-virus programs and 
password encryption mechanisms in the database, bit-based 
data encryption in both parties, activation of server and client 
authentication and more  

b)  Legal protection. It will also be necessary to ensure not 
only that there is sufficient information but also legal and 
legislative protection of their data by the chosen platform. To 
do this, you need to carefully study and analyze the information 
regarding the Territorial Data Centers (TDC) in your country 
and the cloud platform you have chosen. It is recommended 
that all actions are complied with the European Package of 
Standards for Personal Data Protection  

c) No hidden costs. As of 2019, about 75% of large 
corporations, small and medium-sized businesses, are 
experiencing financial problems: the difficulty of backing up, 
leasing space for equipment, inefficient use of resources, 
unauthorized use by employees of cloud-based competitors. 
Because of this, the overhead of platform maintenance is rising 
and companies are having to implement various hidden taxes. 

d) Backuping and recovering of information. You need to 
know how often data is backed up, or if there is any mechanism 
in place. Each platform provides its own information recovery 
solution. Although each of them has many small details and 
features, there are fundamentally two approaches. This is done 
through stand-alone (database servers) or cloud-based virtual 
repositories. 

e) Supporting. If you are planning on long-term use, you 
must ensure that the platform provides high-quality advice 
from highly qualified specialists. That you can get such help on  
a wide variety of technical issues, schematics and models for 
any possible transfer of projects to other platforms. Also you 
get clearly described documentation for setting your software 
up for any operating system.. 

f) Possibility of integration. The best way to get started with 
cloud technology and optimize existing resources is to use a 
hybrid cloud environment. Hybrid integration solutions provide 

API support and enterprise connectivity, allowing applications, 
data and processes to be integrated quickly and easily. The best 
of hybridity is implemented in Microsoft Azure [6] 

III. PROBLEM SOLUTION AND RESULTS  

The following is a table of the cloud platform assessments 
of the offered criteria, and the coefficient of significance of 
each of the criteria in a specific example. 

 
Table 2.  Example 

Factors AWS Google Cloud Azure 
 
No hidden costs  
Significance coefficient 0.8 

7 8 8 

Physical protection 

Significance coefficient 0.9 

8 9 9 

Legal protection  
Significance coefficient 0.8 

9 9 9 

Backuping and recovering of 
information Significance coefficient 0.7 

7 9 8 

Supporting  
Significance coefficient 0.6 

8 8 6 

Possibility of integration  
Significance coefficient 0.5 

8 7 9 

 
All estimates (weights) and significance factors are expert 

and for each individual case they will be individual. Table 2 
shows an example of criteria evaluation and decision making. 
Let we have a result of expert evaluation for all 6 factors. For 
each factor, its own significance coefficient was chosen. For 
each cloud platform  was determined the weight. 

The sum of the values of the criterion scores, which are 
multiplied by the significance factor, we obtain the following 
average scores: AWS - 32.9 points, Google Cloud - 36.3 
points, Azure - 35.4 points. Google Cloud Service Providers 
dominate the average Azure margin and AWS by a significant 
margin. However, if any of the evaluation criteria is not 
essential to a particular project, its coefficient may be reduced, 
the estimates re-listed and another platform selected. 

IV. CONCLUSIONS 

A methodology for evaluating the feasibility of using a 
cloud platform is proposed. It could be used in the 
implementation of a project for the development of information 
systems. The methodology is based on the use of a specific 
system of criteria, the values of the estimates of these criteria 
and estimates of weighting factors of significance. The 
proposed methodology does not provide accurate estimates and 
can serve as a starting point for the final decision on the choice 
of a cloud platform. 
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Figure 1. Dependence of initial parameter F  on dimensions of heated zone and intensity of surface heat exchange  at 

.deg/2,0  mW  
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I. INTRODUCTION AND PROBLEM STATEMENT 

The design of modern devices, along with the development 
of electrical circuits, requires strict consideration of 
temperature regime of future design. This poses a challenge for 
designer to carry out thermophysical design at all stages of 
development of reliable, economical, small-sized 
radioelectronic equipment (REE). An attempt to empirically 
search for an acceptable variant of constructions becomes 
economically unjustified.  

Incorrect placement of one element can be easily detected 
and eliminated in process of temperature testing (verification 
calculations) of finished design. The elimination of errors in 
general layout of elements requires additional overhead for 
processing the entire design of apparatus. This poses before 
designer the task of ensuring the normal thermal regime of 
elements at all stages of apparatus development. 

Purpose of study is establishing the nature of apparatus 
size influence on temperature regime of created design. 

Formulation of problem. Literary sources on 
thermophysical design of REE with a given thermal regime are 
represented mainly by journal articles. The main developments 
are aimed at selection and optimal use of air cooling systems. 
Monographs on general design of REE provide only 
verification calculations of temperature fields. 

Thermophysical design is carried out on basis of multiple 
calculations for various parameter values, i.e. trial and error 
method is used. This work presents the results of study of 

heated zone shape influence on maximum overheating of 
apparatus. 

II. PROBLEM SOLUTION AND RESULTS 

The effect of apparatus volume on maximum overheating 
of instrument can be expressed in terms of so-called initial 
parameter F0 
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where   – total power of heat sources, W;   – maximum 

permissible overheating of device, degrees;   – effective heat 

conductivity in absence of heat sinks with gas filler, W/m . deg; 
V0  – volume of heated zone, m3; 

 ,  – amplitude and 

eigenvalues of characteristic equation for 


 ; 
 – average 

surface heat transfer coefficient W / m2  . deg. 

The initial parameter F   characterizes the thermal regime 

of following REE design: 

– heated zone is in form of a cube  1
  , 

where   

;,,і,l2/l2 іmіі 


                 (3) 

– there is no anisotropy in thermal conductivity in volume 
and heat transfer on surfaces 

    
; ; 

– conductive heat sinks are absent  max ; 

– power of heat sources is evenly distributed. 
In Fig. 1 shows dependence of parameter            
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Figure 2. Temperature at the center point heated zone. 1 – in absence of heat sinks; 2 – in presence of heat sinks;3 – at 

conclusion of heat sinks to casing. 
 

 

210/   F from volume of device heated zone and heat 

transfer coefficient  characterizing the surface cooling 

system for devices with effective thermal conductivity 

deg W/m2,0   [1]. From graphs it follows that initial 

parameter F  allows minimizing by reducing the ratio 
00 /Р ,    

increase in  volume of heated zone V and the intensity of 

surface heat transfer  . 

Consider each factor individually. The decrease in ratio 

Р0/ 0   causes certain requirements for development of an 

electric circuit of apparatus. 
For implementation of circuit solutions, it is advisable to 

choose an element base with lowest power consumption and 
materials with high temperature resistance. If it is necessary to 
use individual elements with a low permissible superheat 

temperature  , it is advisable to separate these elements into 

an independent group so as not to complicate the provision of 
a given thermal regime of device design as a whole. This 
remark is very important to take into account when choosing 
the elemental base of electric circuit, since after setting the 
electric circuit designer, it is not possible to influence the 
dissipated power factor and temperature resistance of circuit 
elements. 

An analysis of dependences (Fig. 1) shows that for single-

block cubic structures of apparatus with a size of 5,0V3   m, 

minimizing the initial parameter F  due to an increase in 

volume of heated zone (density of elements) and transition to a 

more intense surface cooling 0K  system becomes almost 

impossible. 

Conversely, for structures of size 5,03 V  m, an increase 

in volume and growth   leads to a three-fold decrease F  at 

1,0V3   m and by 50% at 3,0V3   m due to a change   

from 4 W / m2 . deg to  . Practically already at 100 W / 

m2 . deg, limiting case occurs, that is, for devices with gas 

filling (with low effective thermal conductivity 2,0  W / 

m . deg), it is inexpedient to use liquid and other more efficient 
surface cooling systems [2, 6]. 

Extreme minimization F  can be achieved through use of 

forced convective air cooling (  =10–100  W / m . deg) [3, 4]. 

Heat transfer coefficient 

 

                                      

SSK

SSK

k

k




/1

/
1

1


 ,                           (4) 

 

where   – heat transfer coefficient through gas gap from  

heated zone to casing, W / m2 . deg; 
 – heat transfer coefficient between surface of casing and 

environment, W / m2 . deg; 

ss ,


– surface area of  casing and the heated zone, m2. 

An analysis of expression (4) and values of heat transfer 
coefficients for various types of cooling systems [3, 5] allows 

us to outline two ways of increasing Ko
 to minimize 

parameter F  and synthesize structure with a given thermal 

regime for maximum overheating. The first way is purely 

constructive at low values Ko, i.e., for electronic devices 

designed to function in conditions of natural cooling by air 

Calculations of a large number of instrument designs [2, 7] 
showed that there is equality of conductivities between heated 
zone and the casing, as well as with environment: 

 

                            SS1

                            (5) 

 

After substituting (5) in (4) we obtain, 
 Sо   i.e.  

use of a casing almost 2 times reduces the efficiency of 

surface cooling. 

When combining casing of apparatus with heated zone, 

 SS 
, 1  and .  

Thus, in a purely constructive way, combining instrument 

cover with heated zone,   it can be doubled (Fig. 2) In this 

case, it is necessary to ensure good thermal contact between 

heated zone and casing, for example, using high-conductive 

pastes in joints between boards (chassis), casing faces, etc. 

The considered method is most effective when it is necessary 

to maintain tightness (dustproof) equipment. 

You can go in another constructive way: to reduce 

influence of casing on intensity of heat sinks due to violation 

of tightness and ensuring direct contact of heated zone with 
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cooling air through perforation (blinds) openings. Then 

expression for   in first approximation takes form 

 

                        
)00 /1( kпер SSКK   ,                         (6) 

 

where .перS  – area of perforations, m2; K0  – is determined 

by expression (6) at 0. перS . The ratio SSпер /.  is called 

perforation coefficient. A more rigorous account of perforation 

is given in [3]. Almost already at SSпер /.  = 0.5–0.6, value 

K0 is close to 
 

 that is, limiting effect of minimization F  is 

achieved. 
The considered constructive methods do not allow 

significant changes in heat transfer coefficient. For a 
significant change in intensity of heat transfer on surface of 
heated zone, a transition from natural to forced surface cooling 
by blowing air is necessary, that is, additional changes in 
design of apparatus are required. 

In this case, according to equality (2), it is necessary either 
to simultaneously increase the heat transfer intensity between 

heated zone and casing )K( 1 , casing and environment   , or 

first to combine casing with heated zone  1K . 

Otherwise, the growth  will be insignificant, despite a 

significant increase  . Thus, in second way of minimizing 

due to increase  , transition to a new cooling system is 

foreseen with preliminary combining of casing with heated 
zone, especially in tight-fitting constructions. 

An increase in volume of heated zone due to a decrease in 
density of elements is in conflict with requirement to minimize 
size of structure, therefore it can only be applied when there 
are no strict restrictions on size of structure in technical task. 

In practice, a change in volume by a factor of 8 (in area 
3 V <0.5 m) leads 0F  to a three-fold decrease at K0 = 4 W / 

m deg and a half-time decrease 0K  (Fig. 2). Such a 

change in volume can be accomplished by switching from 
high density  1м   mounting to low mounting  1м . 

III. CONCLUSIONS 

1. It is established that transition to construction in form of 
a square “bar” provides most effective minimization of shape 
parameter. The degree of minimization increases with 
increasing efficiency of apparatus cooling system 

2. Effective minimization of initial parameter can be carried 
out for apparatus designs with a linear size of less than 0.5 m, 
due to transition to a low density or to increase the efficiency of 
surface cooling system. For structures with a linear size of 
more than 0.5 m, minimizing initial parameter is almost 
impossible. 
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Abstract. The problem of automated construction of a 

temporal knowledge base for supporting decision-making in 

solving partially structured and unstructured organizational 

management problems is considered. The solution to this 

problem is associated with the formalization of temporal 

relations, reflecting the implemented sequence of control 

actions. The formal description should take into account not 

only the relationship in time between control actions, but also 

the static dependencies between the structural elements of the 

organizational management object, represented by the 

organizational structure of the object. An algebraic approach 

to the description of temporal knowledge is proposed. 

According to this approach, common temporal rule is defined. 

The rule determine the relationship in time between facts. 

Each logical fact is knowledge about the state of the control 

object at a certain point in time. The rule establishes temporal 

dependencies for time-consistent facts, as well as for facts, 

which are true at certain intervals. The proposed algebraic 

approach makes it possible to combine temporal relations that 

reflect the control process with dependencies, taking into 

account the structure of the control object. 

Keywords: management decision, decision support, temporal 

relationship, state of the control object, algebraic approaches. 

I. INTRODUCTION AND PROBLEM STATEMENT 

Decision support is used to solve partially structured and 
unstructured tasks at the tactical and strategic levels of 
organizational management. Such support is carried out in 
order to form a management decision for atypical states of the 
control object. The specified solution is implemented in 
conditions of incomplete information about the current state 
and includes a sequence of control actions that ensure the 
transition from the current to the target state of the control 
object. 

The sequence of management decision involves solving the 
problems of finding the set of possible sequences of control 
actions, as well as implementing the selected decision. The first 
task involves the subtasks of detecting and analyzing the 
anomalous state of a management object, as well as generating 
many alternative options for executing a management decision. 
Solving the sub-problem of constructing multiple alternatives 
requires considerable resources. This determines the 
importance of using the decision support system in solving this 
problem. The second problem is solved directly by a decision-
maker and combines the choice of one of the alternatives and 
the implementation of the selected decision. 

The search for managerial decisions is usually implemented 
in decision support systems [1] using a knowledge base. 
Existing approaches to construction a knowledge base in such 
systems are based on the use of communicative methods for 
extracting knowledge. These methods provide for the 

formalization of the knowledge necessary to support decisions 
based on the results of a dialogue with experts in a selected 
subject area [2]. However, communicative methods are time-
consuming. It does not allow timely to obtain an up-to-date 
knowledge base in the event of an evolutionary change in 
approaches, methodologies and technologies that are decisive 
in the activities of the enterprise. Such a development of 
technology is characteristic of modern innovative enterprises, 
for example, in the field of software development for 
information systems. 

To overcome the key disadvantage of traditional 
approaches to construction a knowledge base, it is advisable to 
use temporal relations instead of causal ones [3]. The latter 
determine the temporal ordering of control actions. Therefore, 
they can be obtained on the basis of the analysis of the 
sequence of actions as part of the implemented management 
decisions. Such an opportunity creates the conditions for the 
automated construction of temporal knowledge bases in 
decision support systems [4, 5].  

The relevance of the research topic is related to the fact that 
solving the problem of automated formation of a knowledge 
base based on the analysis of temporal ordering of known 
sequences of control actions requires the construction of a 
formal basis for describing temporal knowledge. The specified 
description should reflect both the temporal relationship 
between the control actions and the static dependencies 
represented by the organizational structure of the control 
object. 

The purpose of the report is to construction a formal 
description of temporal knowledge in order to provide the 
possibility of the formation and verification of many alternative 
options for managerial decisions in the form of time-ordered 
sequences of control actions. 

II. INTRODUCTION AND PROBLEM STATEMENT  

Algebraic approaches to the description of algorithms and 
information technologies have found application in improving 
the structure of software systems in order to increase their 
speed, as well as identifying deadlock states.  

An algebraic description of knowledge, including the rules 
of inference, makes it possible to formalize the processes of 
building and expanding the knowledge base in decision support 
tasks. Such a description contains algebraic structures 
represented by a set with relations defined on it. The first, a 
static relation, defines the basic, unchanging relationships 
between the elements of the set. The second relationship 
determines the dynamics of change in the implementation of 
organizational management.  

The developed algebraic description of temporal knowledge 
reflects the many states of the control object, as well as the 
hierarchical and temporal relations between these states. 

The state of a control object at each time is determined by a 
finite set of attributes A . The typed values of each element 



DOI: https://doi.org/10.30837/IVcsitic2020201455 

75 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 

ka A  are given by a finite set  ,k k lV v . The acquisition of 

a variable 
ka  the value 

,k lv  within the proposed description of 

temporal dependencies is displayed as an elementary fact 
,k l .  

Every fact 
j , that reflects the state 

js  of a control object 

at a point in time 
j , is given in the representation of temporal 

knowledge through conjunction of elementary facts 

, , 1,k l k K  . If all the facts 
,k l  are true at a point in time 

j , 

then the fact  
j  is also true: 

 

 
,: ,

.

j k l

j

true if k true

false otherwise

    
  



 (1) 

 

The set  j    is partially ordered by the moment 
j  

of truth of these facts. Facts reflecting one alternative sequence 

of control actions i  are linearly ordered in time. Facts 

belonging to different sequences i  may not have temporal 

relationships.  

Each pair of facts  ,j m  , pertaining to one alternative is 

always associated with a temporal relation. Such a pair of 
ordered facts in the knowledge base seems to be a temporal 
rule.  

The first fact is the antecedent of the rule and determines 
the state of the control object, which is a condition for the 
implementation of the temporal rule. The second fact is a 
consequence of the rule. Consequence defines a control action 

and its results as a new state of the control object. The statе ms , 

is reflected by the fact m . Accordingly, the application of the 

temporal rule changes the set of facts that are true at the current 
time. The relationship between the facts is set by the temporal 
operator o O and temporal quantifier.  

Temporal operators O  determine the set of possible 

temporal relationships between facts. For example, a fact m  

must definitely become true immediately after the fact has 

become true j . Or else the fact m  will be true sometime in 

the future after the fact j . 

The sequence of revealing the true facts, applying the 
temporal rules, as well as forming a new list of the true facts is 
the basis of a direct output on the temporal rules. The result is a 
sequence of states of a management object, or a sequence of 
control actions within a management decision. 

Static structural dependencies between facts are determined 
by the set H  of operators of union, intersection, and fact 
difference. For graphical representation of these operators are 
used traditional signs of combination, intersection of sets: 

 , , \ . 

The union of facts ,j m   is performed when they 

determine the status of the individual components of the 
control object. The condition of a control object as a whole is 
generally determined as a union of these facts: 

 

 
1 2

(1) (2) (1) (2)

,
:

, ,
k

j j k l j j
k a A A

 
         

 
  (2) 

 

where   – current time, 
1 2,A A  – sets of attributes that 

determine the state of the control object represented by facts 
(1)

j  and (2)

j , respectively. 

According to (2), the united fact will be true when the last 

of the facts (1)

j , (2)

j  is true. 

The intersection and difference of facts is defined similarly. 
In general, the union and intersection of logical facts makes 

it possible to use «bottom-up» and «top-down» approaches to 
construct a hierarchical representation of temporal knowledge. 

Algebraic description  of temporal knowledge for 

decision support tasks consists of a basic set of facts, as well as 
relationships that determine the static and dynamic relation 
between these facts: 

 

     , , : , ,j mO H o h        (3) 

 

where   – set of facts j , that describe state of the 

control object; o O  – temporal operator that determines the 

type of temporal relationship between the facts; h H  – set of 

relationships that allow you to determine the hierarchy of these 
facts, including the organizational structure of the control 
object. 

III. CONCLUSIONS  

A generalized description of temporal knowledge is 
proposed. The description defines the time dependencies 
between the facts presented in the form of temporal rules. Each 
fact corresponds to the knowledge of the condition of the 
control object at a certain point in time. The state of a control 
object is defined by set of values of variables that describe that 
object. Each rule establishes temporal relations for a pair of 
facts. These facts can be true both consistently over time and at 
intervals. 

In practical terms, the proposed algebraic approach makes it 
possible to take into account the following features of the use 
of knowledge to support decision-making: the application of 
personal knowledge of performers in addition to the formal 
knowledge describing the behavior of the control object; multi-
level organization of knowledge, reflecting the organizational 
hierarchy of the control object; expansion knowledge as the 
management process is implemented.  
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Abstract. The problem of forming explanations to the 

recommendations of items in the electronic commerce system 

is considered. The principles of constructing explanations that 

take into account changes in demand for goods and services 

are proposed. The first principle involves the use of a 

quantitative indicator as an explanation for a recommended 

subject. The second principle is associated with an iterative 

refinement of this quantitative indicator when recording new 

information about the choice of users in the database of the e-

commerce system. The third principle postulates the use of 

implicit feedback from the user to construct explanations. As 

this feedback, information on sales of items is used, since this 

information is confirmed by the payment of users. The 

developed principles make it possible to formulate an online-

explanation for the recommendations received, taking into 

account current data on sales of goods or services. 

Keywords:  recommendations, explanations, recommender 

subsystems, personalization of sales, e-commerce. 

I. INTRODUCTION AND PROBLEM STATEMENT 

E-commerce systems have gained significant competitive 
advantage over traditional offline channels because they 
provide support for consumer choice through advisory 
subsystems [1]. Such support is realized by creating a 
personalized list of recommended objects, taking into account 
the interests of the particular consumer.  

Recommendations use information about the selection of 
products and services by users with similar preferences. 
Similarity of preferences is established on the basis of 
comparison of the goods and services sold to these consumers. 
The use of recommendations greatly simplifies consumer 
choice, which has led to an increase in the popularity of e-
commerce systems. 

In order to increase user confidence in the proposed list of 
goods and services, the recommendation may be supplemented 
by an explanation [2]. Explanations allow the user to simplify 
their selection of products from the recommended list, reduce 
time spent buying goods and services, which in turn leads to 
increased sales in the e-commerce system. 

Explanations increase customer loyalty in the case of 
inaccurate recommendations that do not fully meet consumer 
preferences. The reason for the inaccuracy of the 
recommendations is the irrelevance of the ranking of goods and 
services in the recommended list due to incomplete information 
about the interests of the consumer or about the characteristics 
of the goods. 

The first case is characteristic of the cold start of the 
recommendation subsystem. The recommendation subsystem 
perceives the new user as "cold" because it has no information 
about the history of its choice and therefore cannot determine 
its preference for goods and services [3]. 

The second case usually occurs as a result of user shilling 
attacks. Such attacks are intended to increase sales of the target 
assets and reduce sales of competitors' products. To achieve 
this, information on product ratings is distorted through the use 
of fake user profiles [4]. Personalized recommendations after a 
shilling attack contain a list of objects that are fit for the 
purpose of the attack.  

However, these recommendations do not take into account 
the interests of real buyers of goods and services. As a result, 
confidence in the e-commerce system is diminished, which 
may reduce demand for goods and services. 

Existing approaches to explanatory formation are a further 
development of methods for explaining the results of logical 
inference in expert as well as precedent systems. These 
approaches are complemented by the criteria for evaluating 
explanations. Compliance with the above criteria makes it 
possible to increase sales of goods and services [5]. 

However, it should be noted that existing approaches to 
constructing explanations do not consider changes in consumer 
interests and characteristics of objects over time. A temporal 
model that integrates such changes integrally is proposed in [6], 
but the issues of using this model to form explanations need 
further consideration. 

Thus, the problem of developing explanatory principles 
based on the dynamics of sales of goods and services needs 
further research. 

II. PROBLEM SOLUTION AND RESULTS  

The suggested explanatory principles in the e-commerce 
advisory subsystem take into account changes in user demand 
over time. In particular, the increase in demand for a particular 
product can be an explanation for users regarding the 
popularity and high consumer characteristics of the product 
compared to competitors' products. 

This approach should consider the criteria for evaluating 
changes in user choice, changes in sales resulting from the use 
of explanations [6]. 

The proposed principles of explanatory construction 
include: 

- a quantitative assessment of the explanation for each 
recommended item; 

- iterative clarification of explanations in order to take into 
account changes in consumer preferences over time; 

- the use of implicit user feedback. 
The first principle corresponds to a set of criteria for 

evaluating changes in user choice. This principle makes it 
possible to abstract from the characteristics of a particular 
object, since such characteristics are taken into account by the 
recommendation algorithms in determining the liking of the 
preferences of different users. 

According to this principle, the explanation should reflect 
the popularity of each product or service. The quantification 
gives an opportunity to compare the popularity of different 
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items, as well as the changes in popularity over time. 
Therefore, quantitative assessment makes it possible to satisfy 
the criterion of confidence [2]. 

According to this principle, an explanation in numerical 

form 
jg  of an item 

ji  can be represented as a total change in 

the interests of users for that object over the selected period of 
time: 

 

 
,

:

,
k

j k j

k t T

g
 

   (1) 

 

where 
,k j  - change of interest of users to the item 

ji  in 

the interval of time kt ; T  - the period of time for which 

explanations are formed. 
The essence of the second principle is to iteratively 

implement the sequence of adjusting explanations as new 
consumer choice data is used. This sequence contains the 
following steps. 

Step 1. Formation of explanations for received 
recommendations according to (1). 

Step 2: Implement user feedback from explanations. 
In this step, the information in the e-commerce system 

database changes after the user uses the explanations. Such 
information may include a list of user-viewed pages of an e-
commerce site, change in ratings, increase or decrease in sales. 

Step 3: Calculate refined explanations for feedback from 
the recommendation subsystem user. 

The difference between this step and step (1) is to change 
the time period for the explanation T . That is, when clarifying 
explanations, a "sliding window" is used: 

 

 1 1 1,i i KT T t t     (2) 
 

where 1,i iT T   are variants of the periods T  of time for 

which explanations on iterations i , 1i   are determined; 1t  - 

the first time interval in the period iT ; 1Kt   - the last time 

interval in the period 1iT  . 

According to expression (2), at each iteration the time 
period for constructing explanations is shifted by an interval 

1Kt   on a time scale.  

For all time intervals, the following condition is true: 
 

  , , ,k mk m k m t t       (3) 
 

where ,k mt t   are two arbitrary intervals within a time 

period T . 

Steps 2 and 3 are repeated as new information is received 

from users. 

The second principle makes it possible to satisfy the 

Scrutability criteria of the first group and the Persuasiveness 

criteria of the second group. The Scrutability criterion is aimed 

at assessing the change in user interests based on the 

explanations received. To determine such an estimate, it is 

necessary to compare the list of goods and services received 

by the user before and after clarification. 

The implicit feedback principle eliminates the intentional 

influence of the user on the explanations received. When 

making recommendations, they usually use either explicit or 

implicit feedback. 

 Explicit feedback is realized through user-rated items. 

However, such ratings can be faked in the case of shilling 

attacks. Therefore, using explicit feedback can lead to 

incorrect explanations. 

Implicit feedback comes from moving a user through the 

pages of an e-commerce site and through a sales log. The first 

variant of implicit feedback reflects the potential interests of 

the user. Registration of this information requires the use of 

appropriate e-commerce site software. It should also be noted 

that such information is not always reliable, as the buyer may 

consider alternative purchases, be interested in the 

characteristics of the goods and services, etc. On the other 

hand, the interest of the user in the purchase of goods and 

services is confirmed by his expenses. That is, the latest 

information is relevant to the interests of the user. This 

indicates the importance of using the implicit feedback 

principle. The feedback is represented by the number of sales 

of items for which an explanation is being formed. 

According to this principle, the formation in the 

explanations (1) uses the difference in the number of sales of 

items directly for a certain time interval, or for a pair of 

intervals within one time period. 

III. CONCLUSIONS  

The principles of explanation are suggested taking into 
account changes in requirements and interests of users. The 
proposed principles include the use of quantitative explanation 
of a recommended product or service, an iterative refinement of 
the explanation as new user choice information emerges, and 
the use of implicit feedback to construct explanations. Implicit 
feedback is information about sales of goods and services 
within a defined period of time, broken down by intervals of 
the same length over time. 

The proposed principles make it possible to form an 
explanation based on objective data about changes in sales of 
goods or services. The objectivity of this data is confirmed by 
the costs of consumers. 
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Abstract. Principles, approaches and methodology of Human-

Centered Design, set out in the ISO 9241-210 standard, give 

recommendations to developers according to the planning and 

implementation of information systems with interactive 

components. Analysis of the proposed rules and actions 

revealed the missing aspects, which, according to the authors, 

are essential for minimizing the influence of the human factor 

in information management systems. 
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I. INTRODUCTION AND PROBLEM STATEMENT  

In the "man-technology-environment" system, the 
weak link is a man. His qualification, experience, ability and 
willingness to quickly adapt to changing technical and 
technological innovations and environmental factors do not 
fully guarantee the ideal result in the design and operation of 
both information management systems and other IT products. 

For the preventive exclusion of the negative impact of 
the human factor, the methodology Human-Centered Design 
(hereinafter - HCD), the Scrum and Waterfall models are used. 
However, the problem is not solved only C. It is necessary to 
find out the missing aspects, the consideration of which will 
allow to reduce to zero the negative consequences of human 
factor. 

II. PROBLEM SOLUTION AND RESULTS  

ISO standard 9241-210. Planning and Implementation 

HCD highlights six design principles within Human-Centered 

Design [1]: 

1. Design should be based on an accurate definition of 

users, their tasks and environment. 

2. Users should be involved in design and development.  

3. Design should be based on user feedback.  

4. The process should be iterative.  

5. The design addresses the whole user experience. 

6. The team must be multidisciplinary.  

The standard clearly distinguishes actions of the 

developer according to the HCD methodology [2]:  

1. Identify required resources and suitable methods.  

2. Determining how the above methods will be 

integrated with other development processes.  

3. Identification of responsible.  

4. Determination of communication channels and 

methods for resolving contradictions.  

5. The time frames of individual stages of the HCD and 

their integration into overall development plan should 

be agreed. 

              As part of the usage context specification, ISO 9241-

210 recommends the following actions: [3]: 

1. Identify the main user groups and stakeholders 

(stakeholders).  

2. Define the goals and objectives of the above users and 

stakeholders.  

3. Define the technical, organizational and physical 

environment. 

This allows you to formulate product requirements in 

the following order: 

1. Describe product requirements.  

2. Resolve conflicts between different requirements.  

3. Verify the quality of the stated requirements.   

Requirements must be:  

o Formulated so that in the future the product can be tested 

in accordance with these requirements; 

o Agreed with all interested parties;  

o Holistic;  

o Relevant and updated throughout the project’s life cycle 

[4].  

At the design stage of interaction, it is recommended: 

1. Design user tasks, user-system interactions, as well as 

the interface. 

2. Present in details project decisions. 

3. Use user feedback to improve design decisions. 

4. Deliver design solutions to those who will be 

involved in the development and implementation [3]. 

For a proper assessment of compliance with the 

requirements: 

1. Get updated relevant user information. 

2. Get feedback as for design weaknesses and strengths. 

3. Establish criteria against which you will compare the 

current and next versions of the project. 

In accordance with the obtained results, it is possible: 

- invite future users to pass test of the developed 

information system to identify inaccuracies, missing elements 

or erroneous accents of the developer; 

-  listen to the opinion of competent experts with 

experience in the development and implementation of such 

products; 

- carry out meticulous monitoring of critical 

situations, incidents and problematic delays, support calls , etc. 

If necessary, you can make changes and repeat some 

of the stages of testing. But all this costs money and time. 



DOI: https://doi.org/10.30837/IVcsitic2020201455 

79 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 

Therefore, sooner or later, the project team will have to stop 

and present their project to the customer.  

Such theoretical approach, outlined in the standard, is 

abstract in nature and can be considered as a recommendation 

for action, but often cannot act as a standard of rules. 

It should be noted that all principles, approaches and 

methodologies do not take into account the emotional-valuable 
aspect of users. Even at the stage of planning the 

implementation of requirements, it is necessary to anticipate a 

possible change in both the users themselves and their 

requirements.  

The developer cannot foresee absolutely all the 

consequences of untimely, incorrect or completely wrong user 

actions. That is why, it is necessary to deliberately set "control 

points", to fix the slightest deviations from the logic of the 

process or fluctuations in the responses, user reactions. 

III. CONCLUSIONS  

All rules and principles work in conditions of their 
impeccable implementation. The human factor arises when the 
established algorithm of actions is not followed. Therefore, 
developers committed to the Human-Centered Design 
methodology need to focus on the person, as a source of error, 
and obviously provide ways to eliminate them. 

REFERENCES 

[1] ISO 9241-210:2019 Ergonomics of human-system interaction — Part 
210: Human-centred design for interactive systems& //  
https://www.iso.org/ru/standard/77520.html 

[2] ГОСТ Р ИСО 9241-210-2016 Эргономика взаимодействия человек-
система. Часть 210. Человеко-ориентированное проектирование 
интерактивных систем  http://docs.cntd.ru/document/1200141127 

[3] ISO 9241-210. Планирование и внедрение Human-Centered Design 
Usability https://habr.com/ru/post/ 258635/ 

[4] Top 4 Principles of Human-Centered Design Nick Babich 
https://uxplanet.org/top-4-principles-of-human-centered-design-
5e02751e65b1 

[5] A Human-Centered Design Methodology to Enhance the Usability, 
Human Factors, and User Experience of Connected Health Systems: A 
Three-Phase Methodology. 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5374275/ 

[6] A lab of labs:methods and approaches for a human-centered design 
http://www.publishinglab.nl/wp-
content/uploads/2017/11/ALabofLabsWEB.pdf 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

INFOCOMMUNICATION NETWORKS 

AND TECHNOLOGIES 

 



DOI: https://doi.org/10.30837/IVcsitic2020201455 

81 

 

COMPUTER AND INFORMATION SYSTEMS AND TECHNOLOGIES 

KHARKIV, APRIL 2020 

Method of Hierarchical QoS-Routing in Software-

Defined Networks 

Lemeshko Oleksandr, 

Yevdokymenko Maryna, 

Yeremenko Oleksandra 

Kharkiv National University of Radio Electronics, 14 Nauky Ave, 

Kharkiv UA-61166, Ukraine, 

oleksandr.lemeshko.ua@ieee.org, 

maryna.yevdokymenko@ieee.org, 

oleksandra.yeremenko.ua@ieee.org  

 

Abstract. In the paper, the method of hierarchical QoS based 

inert-domain routing in Software-Defined Networks has been 

presented. The novelty of the method is that the obtained 

routing solutions have to ensure the normalized Quality of 

Service under indicators of average transmission rate and 

end-to-end average packet delay. Numerical research has 

been conducted with the aim of confirming the workability and 

effectiveness of the method by providing a normalized QoS 

under the finite number of iterations that help to decrease the 

amount of overall service traffic. 

Keywords: inter-domain routing; hierarchical coordination; 
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I. INTRODUCTION AND PROBLEM STATEMENT 

Providing a demanded Quality of Service (QoS) for user 
requests is the primary purpose of modern networks, including 
Software-Defined Networks, SD-WAN, and Hybrid SD-WAN 
[1-5]. At the same time, when solving the tasks of routing and 
traffic management, there is a problem of increasing the 
scalability of the obtained solutions [1, 4]. Therefore, the paper 
proposes a method of hierarchical coordination of inter-domain 
routing in a software-defined infocommunication network. The 
novelty of the method is that the routing solutions obtained 
through it are aimed not only at increasing the network 
scalability, but also at ensuring the normalized QoS under such 
indicators as average transmission rate and end-to-end average 
packet delay.  

II. PROBLEM SOLUTION AND RESULTS 

The proposed method is based on the use of decomposition 
of the flow-based inter-domain routing model under the 
following conditions and constraints: 

 implementation of a single path and multipath routing;  

 conditions of flow conservation; 

 conditions of the overload prevention of network links; 

 conditions of inter-domain interaction, which guarantee 
the connectivity inter-domain routes.  

Additionally, the flow-based model of inter-domain routing 
has been supplemented by the provision of normalized QoS. In 
order to formulate in an analytical form the conditions for 
ensuring the normalized QoS, the means of tensor modeling of 
networks were used with the geometric space, which were 
respectively created by coordinate paths – edges (links), 
interpolar paths and internal node pairs. 

Therefore, the problem of inter-domain QoS routing under 
the proposed method was presented as an optimization using 
the quadratic optimality criterion, which was solved using the 
principle of goal coordination [6, 7]. Accordingly, two 
hierarchical levels solved the tasks that were assigned to them: 

 the lower level (the level of SDN domain controllers) 
was responsible for the calculation of intra-domain 
routes; 

 the upper level (the SDN level of the network 
controller) was responsible for coordinating the lower 
level solutions by performing inter-domain interaction 
conditions to ensure inter-domain connectivity within 
the gradient procedure.  

The coordination of routing solutions was completed when 
the gradient approached zero. 

III. CONCLUSIONS 

The study of the proposed method of inter-domain QoS 
routing on a number of numerical examples confirmed its 
workability and effectiveness in terms of providing a 
normalized QoS. On the ground that, it was found 
experimentally that the method converged to the optimal 
solution for the finite number of iterations. Moreover, for 
network structure under investigation, the number of iterations 
of the coordination procedure, with the appropriate gradient 
search, was not more than three iterations. All the things 
considered, reducing the number of such iterations will 
decrease the amount of service traffic in the network between 
routers and SDN controllers at different levels, as well as 
minimize the overall time of solving the inter-domain QoS 
routing task.  
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Abstract. The work is devoted to the development of a 

technology for balancing network traffic between proxy nodes 

in a cascade scheme. The technology developed involves 

substituting proxy nodes in case of restricted node overload. 

The technology improves the fault-tolerance indicator of 

anonymous network. 

Keywords: anonymous network, proxy, traffic balancing, 

computer engineering. 

I. INTRODUCTION 

One of the ways to organize the protection of personal 
information on the Internet is to use anonymous networks [1]. 
There are a very large number of anonymous networking 
technologies. One of such technologies is to use a cascade of 
proxy servers [1, 2]. A classic example of the given technology 
is the hybrid anonymous Psiphon network. The specifics of its 
work is that it uses a unique web address, login and password 
to connect to a proxy server without making any changes to the 
browser settings. However, this procedure can only be 
performed by proxies since the proxy administrator has 
documented information about the user's activity. The user can 
connect to any point on such a network and, according to the 
network settings, must pass a certain number of proxy nodes, 
which anonymizes its traffic. 

The problem that arises at the stage of organizing a traffic 
route is the overloading of individual nodes. This most 
frequently happens when such an anonymous network uses the 
existing overlay infrastructure with geo-location of the client 
by its IP address [3] (including the one dynamically 
reconfigured with high-mobility nodes [5]). The nodes go into 
denial of service status or the quality of access decreases 
significantly. Mirroring of requests to other nodes can reduce 
traffic anonymity. 

Thus, there is an urgent task of developing a balancing 
technology for network traffic in an anonymous network based 
on the proxy nodes cascade platform by even distribution of 
requests. 

II. PROBLEM SOLUTION AND RESULTS 

The developing technology is based on the use of a 

restricted proxy class. These are the proxies, the properties of 

which depend on their use. Limited proxies have capabilities 

similar to the cascading mechanism of executing operations, 

the members of which do not trust each other. The essence of 

technology is that requests for overloaded (but functioning) 

proxy nodes are redirected into the depth of the anonymous 

network. The proxy nodes that are less loaded become 

restricted ones for the requests. This technology is fair for an 

anonymous network where all proxy nodes are equivalent. 

Thus, when passing through the proxy node that follows after 

the first one, i.e. the intermediate proxy node, the standard 

restrictions are applied to the traffic. They are added by 

approving a new proxy node with the original key. This 

technology is also fair to anonymous networks that implement 

only the delegated proxies where cascading authorization uses 

only the certificates of the original proxy node. Since the 

intermediate proxy node is explicitly identified in the original 

proxy node, it also provides such function of the proxy node, 

allowing it to act as an intermediate node in order to execute 

the initial proxy node. 

Experimental studies of the given technology were carried 

out on the basis of the "Reconfigured and Mobile Systems 

Laboratory" at the Department of Electronic Computers, 

NURE, and showed that the failure rate of the anonymous 

network on the platform of the proxy nodes cascade decreased 

by 15%. 

III. CONCLUSIONS 

The technology of load balancing in the anonymous 
network built on the platform of proxy cascades has been 
considered in the work. The balancing scheme is based on the 
mechanism of request forwarding between nodes. The results 
show that the strategy of using the restricted proxy nodes with 
up-to-date information on the node load gives the least delay in 
determining the node for receiving traffic from a user. 
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Abstract. In this paper, the fast rerouting model with the 

implementation of the path protection scheme in the 

infocommunication network is investigated. Within the 

proposed Fast ReRoute model with the path protection 

schemes, the problem of calculating the set of primary and 

backup disjoint paths was solved. The advantage of the 

improved model is the possibility of implementing protection 

schemes 1:1, 1:2, ..., 1:n without introducing an additional set 

of routing variables. This results in reducing the dimension of 

the optimization problem to be solved and the computational 

complexity of its implementation. The optimality criterion of 

routing solutions contributes to the formation of primary and 

backup disjoint paths with the maximum bandwidth. 

Additionally, the path with the highest bandwidth will 

correspond to the primary path, while the rest of the paths will 

be used as a backup in decreasing order of their bandwidth.  

Keywords: Fast ReRouting; path protection; disjoint paths; 

bandwidth; optimization. 

I. INTRODUCTION 

As is known, while ensuring the fault tolerance of the 
infocommunication network (ICN) at the network level, the 
key role is given to Fast ReRoute (FRR) protocol solutions 
[1, 2]. Thus, for the transmission of packet flows the primary 
and backup routes are calculated with the protection of the 
Quality of Service (QoS) along them by such QoS indicators as 
bandwidth, average delay and the probability of packet loss 
[3, 4]. In addition, the implementation of FRR also raises the 
problem of calculating the set of disjoint paths [5, 6]. This 
formulation of the problem meets the requirements of 
increasing the fault tolerance of routing solutions, especially 
when the protection of paths and their bandwidth is required. In 
this regard, the task of development of the FRR model with the 
implementation of a path protection scheme and bandwidth is 
relevant. In addition, the proposed model should provide 
scalability of the obtained solutions and low computational 
complexity of its further protocol implementation. 

II. FAST REROUTING FLOW-BASED MODEL WITH 

IMPLEMENTATION OF PATH PROTECTION 

The paper proposes the FRR flow-based model with the 
implementation of the path and its bandwidth protection 
presented by additional conditions. The introduction of these 
conditions allows reducing the solution of the technological 
FRR task to the solution of the optimization problem of mixed 
integer linear programming with a modified optimality 
criterion that is introduced for inclusion in the calculated routes 
of links with high bandwidth. The result of solving the 

formulated optimization problem is the calculation of the set of 
disjoint routes. Of this set, the route with high bandwidth will 
correspond to the primary path, while other routes will be used 
as backup routes in decreasing order of their bandwidth. Thus, 
each of the calculated routes will have the required bandwidth. 

The advantages of the proposed model include the fact that 
the implementation of the 1:n path protection scheme does not 
lead to a proportional increase in the dimension of the 
optimization problem. The optimality criterion used is aimed at 
the fact that the set of calculated paths contains routes that not 
only meet the bandwidth requirements but also include the 
most productive communication links. The linearity of the 
proposed flow-based FRR model and the reduction of the 
number of routing variables to be calculated helped to decrease 
the complexity of its computational implementation during the 
organization of fast routing on the network. 

III. CONCLUSIONS 

In the course of the study, a comparison of the routing 
solutions that were obtained using the FRR model with the 
optimality criteria for different network structures and 
redundancy schemes – 1:2 and 1:3 has been conducted. The 
prospect of further research in this area is primarily concerned 
with the support of multipath routing strategies, as well as the 
implementation of schemes to protect QoS indicators 
(bandwidth, average delay, jitter, packet loss probabilities), and 
Quality of Experience (QoE) indicators, such as rating and 
multimedia quality. 
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Abstract. The problem of placing access points of femtocells in 

the service area of the mobile base station is considered. A 

method of optimizing the spatial deployment of femtocells 

using packaging methods is proposed. Based on the method of 

joining the single femtocell access points, an algorithm for 

finding and removing potential nested containers has been 

built. The proposed method of optimizing the spatial placing of 

femtocells allows to reduce the time of finding the point of 

installation in order. 

Keywords: femtocell, object packaging, planning, access 

point, container. 

I. INTRODUCTION 

When placing access points for femtocells, different 
situations arise due to the need to improve the quality of 
service for subscribers. There are different methods for spatial 
placement of access points of femtocells for cases of 
facilitating access of subscribers at the borders of the service 
areas belonging to a base station (BS) of the mobile network 
(Fig. 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. An example of placing femtocells in the BS service 

area with the coordinates  00 y,x  and radius BSR  

 
Fig. 1 shows: 1 – single placing; 2 – a group of two 

femtocells; 3 – linear placing of femtocells; 4 – a compact 
group; 5 – a complex structure.  

As part of the solution to the problem of constructing a 
network planning technique using femtocells, currently there is 
no common model for predicting signal propagation, especially 
when implementing femtocells in buildings. Thus, there is a 
problem of placing BS access points of femtocells in the 

service area, both single objects and objects located in a line on 
the plane or in the structure of the BS functioning area (Fig. 1).  

II. PROBLEM SOLUTION AND RESULTS 

When planning service areas on the plane, their structure is 
represented as circles or hexagonal сells. In 3-dimensional 
space, the area is represented by a circle or a sphere. If we 
imagine this volume or plane as a container, then there arises a 
task regarding packaging of objects (femtocells) – axially 
symmetrical figures of this container [1]. There are a large 
number of approximate methods of packaging containers with 
objects of various configurations: genetic algorithms for 
optimizing packaging of rectangular objects; sequential, i.e. 
single placing of circles of different radii; methods of 
packaging cylinders based on Stoyan phi -functions; geometric 

combinatorics, algebraic methods, etc. 
Therefore, the choice of a method is determined by the 

context of the problem being solved. Among the solutions to 
such problems, the most appropriate method is a single 
connection based on the logical choice, which allows to 
increase the capabilities of the network and is relatively simple. 

Based on the selected method of single attachment of 
objects using logical selection and analysis of the remaining 

free space of the i th container, an algorithm for searching and 

deleting of nested containers has been constructed. The 
proposed method of optimizing the spatial placing of 
femtocells allows to reduce the search time of the installation 
point by an order of magnitude.   
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I. IMPORTANCE OF TECHNOLOGY DEVELOPMENT 

Nowadays, the speed of technology development is many 

times greater than in the last century, and not surprisingly, this 

pace is increasing every year. However, not all spheres are 

developing at the same speed, which creates unfavorable 

conditions for the growth of other sectors. For example is the 

information industry, namely info-communications. 

We all use mobile phones, personal computers and other 

modern technological devices. What do all these devices have 

in common? And what they have in common is that for a full-

fledged functionality they need a network connection, and the 

actual data exchange. Most communication and switching 

protocols were developed over 20 years ago and are still in 

use. Undoubtedly, these communication protocols are outdated 

and can no longer cope with the required amount of data 

transfer. As a solution for this problem, was developed a 

segmented routing (SR) technology, which we will consider in 

more detail. 

 

II. ABOUT SEGMENT ROUTING  

Let's consider segment routing technology in more detail. 

The concept of Segment Routing itself was developed by the 

SPRING working group as part of the IETF in 2016 [1]. In the 

data transmission of modern networks, a label system is used, 

the so-called programmable path, when the communication 

protocol does not need to look inside the packet, but just read 

the label and send the data. This technology has been around 

for 20 years and over the years it has proven to be effective. 

This technology is called MPLS (MultiProtocol Label 

Switching) [2]. It allows you to quickly and easily organize 

data transfer. Whether it is a large corporate network or a 

telecom operator. SR is an addition and optimization for 

MPLS and IPv6. Routing is defined by the sender and the 

communication node sends the data packet using transmission 

instructions called segments. But for the distribution of 

segments, two protocols are required: 

 

1) LDP (Label Distribution Protocol) - 

responsible for the distribution of labels [3]; 

2) RSVP (Resource ReSerVation Protocol) - 

responsible for the reservation of network resources. [4] 

These two protocols are control protocols that increase the 

load on the physical part of the routing and they add some 

complexity. They must interact with the IGP (Interior 

Gateway Protocol) [5] and, if somewhere here is a mistake, 

they can completely reset the all data. The IGP is responsible 

for transmitting route information.  

The SR developers asked themselves to abandon of LDP 

and RSVP, because if we need identifiers of routers and their 

interfaces for data transfer, we can use IGP directly with 

OSPF (Open Shortest Path First). In OSPF protocols contain 

all information that we need about network connections, 

which can be supplemented. OSPF is a dynamic routing 

protocol that searches for the shortest path for data transfer. 

Transport labels will be directly distributed through the IGP, 

bypassing the LDP. Thus, some steps in packet processing are 

skipped, and as a result - performance increases. 

III. RESULTS  

SR without the extra efforts and problems can complement 

MPLS without changing the forwarding levels. Then the 

segments will be transmitted as MPLS tags, and the list of 

segments as a stack of tags. SR can also be used in IPv6 

technology. The so-called new type of SR header (Segment 

Routing Header) is used. In it, the segment is converted to an 

IPv6 address, and the list of segments is encoded into a list of 

IPv6 addresses in the routing header. In this case, the active 

segment is indicated by the recipient address in a new header. 
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